
Commodity Price Volatility and Civil Conflict

Richard K. Morgan∗ Eric Reinhardt

Department of Political Science
Emory University

December 2, 2014

Abstract

Recent work in political science and economics emphasizes that primary commodi-
ties are linked to civil conflict. But how? Fifteen years of research has produced a
blizzard of competing answers, accompanied by contradictory and null findings. We
argue that is because this literature has neglected the fundamental lesson of rationalist
explanations for conflict, which is that observed advantages for one party in a bar-
gaining process will produce more concessions but not more conflict. We develop a
simple extension of the canonical bargaining model of war (Fearon 1995) to explore the
connection between commodity revenues and conflict. The model reveals that export
commodity price volatility – the degree of unpredictability of future price changes –
causes a commitment problem that should increase the probability of armed conflict;
but neither commodity dependence by itself nor observed commodity price changes
should have any effect. We test and find strong support for these hypotheses with the
most comprehensive and disaggregated dataset yet brought to bear on these questions,
using monthly data for 71 commodities and 145 non-OECD countries from 1963-2012.
The tests incorporate indicators of exogenous variability and shocks in the world prices
of a country’s export portfolio, along with measures of civil conflict at various levels of
intensity. The results hold regardless of the type of commodity in question. The paper
thus provides an integrated explanation for a wide range of seemingly contradictory
empirical findings in the literature on commodities and conflict.
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1 Introduction

Recent work in political science and economics emphasizes that primary commodities1 are

linked to civil conflict.2 But how? Some commodity dependent economies (i.e., those where

commodities account for a large share of export revenues or of gross domestic product)

experience more civil conflict; but others do not. Similarly, which commodities make a state

most conflict-prone: oil, lootable resources such as timber and alluvial diamonds, extractive

mineral resources more generally, or all commodities? The literature emphasizes that civil

war may be more likely in oil exporting nations, but then again, oil exporting Arab states

were most able to spend what was necessary to prevent sustained rebellion in the Arab

Spring (Ross 2011). Other observers have focused on the impact of commodity price shocks

(e.g., Dube and Vargas 2013, Brückner and Ciccone 2010). Large increases in the world

prices of a state’s export commodities preceded the onset of civil conflict in Sierra Leone in

1991, in Liberia in 1999-2000, and in Syria in 1979. However, large drops in prices preceded

the emergence of the Liberian civil war in 1989-1990, the Algerian civil war of 1992, and

the violent rebellion in Uganda in 1978-1979. Sometimes there are no net price changes in a

state’s top export commodity and conflict nonetheless occurs: this was true for the Republic

of the Congo Civil War of 1997, though world prices of oil, Congo’s top export, were little

different than they had been 12 months before. Commodity dependence and commodity

price changes seem connected to conflict, but as these contrasting examples illustrate, the

causal connection is unclear.

This paper offers a simple, novel theory capable of explaining these related empirical

puzzles, inspired by a common theme and a shared weakness in what Ross (2004a, 62) has

called the “analytical muddle” of prevailing theories about resource dependence and conflict.

1A “commodity” is a non-differentiated good priced uniformly by the action of the market as a whole,
often through a dominant regional or global exchange.

2Civil or intrastate conflict refers to the use of armed force in an interaction between a state and an
organized political opposition or rebel group. The conflict may occur at a relatively low level of intensity,
such as the UCDP dataset’s threshold of 25 battle-related deaths per year, or at a higher level, commensurate
with the concept of “civil war.”
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The common theme in the literature is straightforward. What do commodities do? They

produce revenue, whether for the state or rebel groups. Whoever controls the commodity can

use the export profits to finance their security operations and/or generate domestic support,

thereby improving their fortunes in a civil conflict.

But how, if at all, does a shift in the relative capabilities of the belligerents make conflict

more likely? Existing research on resource dependence and conflict has broadly assumed that

developments that weaken the state or empower opposition groups make armed rebellion

more likely. Yet this shared assumption violates the basic tenets of rationalist explanations

of conflict, the so-called “bargaining model of war” framework (Fearon 1995, Reiter 2003).

Fighting is costly; potential belligerents should thus mutually prefer a range of possible

settlements over fighting. Observed shifts in the balance of capabilities among the actors

do not close down this “bargaining range” but rather just push it in favor of one party or

the other, getting “priced in” to a revised settlement. In this framework, bargaining does

not break down in favor of violence unless (a) the parties have diverging expectations about

the outcome or costs of fighting or (b) incentives to comply with a settlement may change

in the future, leaving one side at a disadvantage in a future fight. While this framework

has a strong tradition even in the study of intrastate conflict (e.g., Walter 2002, 2009), the

literature on resource dependence and conflict has overlooked its basic lessons.

To explore the implications of the bargaining model framework in the context of com-

modity dependence and possible commodity price changes, we develop a simple extension of

the canonical model of Fearon (1995). In the model, commodity exports produce revenue

that affects the expected outcome of armed conflict in a mutually understood way. Therefore

neither commodity dependence by itself nor observed changes in export commodity prices

affect the conditions under which fighting occurs in equilibrium. However, export commod-

ity price volatility, defined as the degree of unpredictability (or variance) of expected price

changes, means that the distribution of capabilities between the state and rebel group is

less certain in the next period. Fear that the adversary may greatly benefit from a future
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price (and thus revenue) change creates an incentive for preventive war. Volatility, in other

words, is the source of a profound commitment problem for potential belligerents. We thus

hypothesize that export commodity price volatility should catalyze armed conflict while prior

observed price shocks should have no effect.

In order to test these hypotheses, we assemble monthly data on intrastate armed conflict

onset at various levels of intensity for 145 non-OECD countries from 1963-2012. Using

monthly price series for 71 commodities tracked by the World Bank, IMF, and other sources,

we calculate observed price changes and variability along with GARCH-estimated latent

volatility forecasts. These indicators are weighted by the state’s one-year-lagged peacetime

exports of each commodity, counting only those commodities for which the state is a price

taker (accounting for less than, e.g., 10 percent of world exports). This yields an application

of wholly exogenous world price movements that is nonetheless specific to each country

and month. Bivariate descriptive statistics reveal that in months with higher historical or

forecasted export commodity volatility, countries experience a higher rate of armed conflict

onset. Estimates using Cox survival models (of the duration of peace in between episodes

of armed conflict), with and without country-specific fixed effects, controlling for a standard

battery of conflict predictors, reveal the same: export commodity price volatility increases the

likelihood of civil conflict onset. Also as hypothesized, observed shocks in export commodity

prices and levels of commodity dependence have no effect. These results do not differ by

any categorization of commodities (e.g., petroleum or fuel versus non-fuel, “lootable” versus

non-lootable, or natural resource versus agricultural goods). The findings also hold at the

level of full-scale civil war or at lower thresholds of violence. Together, these results lend

broad support to our theory about the mechanism that connects commodities with civil

conflict.

The paper thus provides explanations for some of the most pressing puzzles in the empiri-

cal record and research literature on the subject. First, why are some commodity dependent

economies more prone to conflict than others? Our answer: because those countries ex-
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perienced spikes in export commodity price volatility. Some commodities in practice have

higher volatility than others, and exporters of such commodities are on average more prone

to conflict for that reason. However, volatility also varies greatly across time for any coun-

try, so vulnerability to conflict through this mechanism is not a chronic condition, even for

the most commodity dependent countries. Second, which commodities make a state more

conflict prone? Our answer: any and all commodities; they work the same way. If the world

prices of a country’s top commodity exports become volatile, then armed conflict is more

likely there. Nearly all commodities have gone through spells of lower3 as well as higher

volatility, so no commodity is unique in the mechanism by which it affects civil conflict.

Third, do observed commodity price increases raise or lower the odds of conflict? Our an-

swer: they have no effect, regardless of the type of commodity. What matters is expectations

about future price changes and volatility, not changes that have already been observed. The

paper thus provides an integrated explanation for a wide range of seemingly contradictory

empirical findings in the literature on commodities and conflict.

2 Background and Theory

There is an extensive literature on the ties between commodity dependence and conflict,

highlighting several distinct causal mechanisms with different implications for which com-

modities matter most. One idea is that the rents from commodity exports may act as a

“prize” that rebels may fight to win (Besley and Persson 2011, Rustad and Binningsbø 2012,

Sorens 2011). Dube and Vargas (2013) argue that this “rapacity effect” should apply to nat-

ural resources or minerals in particular, rather than to labor-intensive agricultural goods.4

Another tradition highlights the possibility for rebels to gain rents and finance their opera-

tions using any kind of primary commodity (Collier and Hoeffler 2004) or specifically illicit

3For example, petroleum prices were relatively stable in the 1960s, 1975-1978, the early 1980s, and
1992-1998.

4And while it is not his chief argument, Fearon (2005, 487) similarly observes that “easy riches from oil
make the state a more tempting prize relative to working in the regular economy.”
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or “lootable” goods such as alluvial diamonds, timber, drug crops, or petroleum (Le Billon

2001, Lujala 2010). For example, Libyan rebels and the Islamic State in Syria and Iraq

(ISIS) have both made news recently for selling captured oil (Financial Times 2014, New

York Times 2014). Finally, another strand of research links the state’s coercive and adminis-

trative capacity to its dependence on commodity export revenues. Fearon (2005) conjectures

that oil income removes the incentive to invest in strong state institutions, thereby ironically

weakening state capacity, encouraging rebels, and making civil war more likely. In contrast,

later work generally finds that oil revenue enables the government to improve its coercive

capacity and limit effective opposition (Smith 2004, Wright, Frantz and Geddes Forthcom-

ing). Yet Thies (2010, 330) intriguingly shows that even though oil wealth raises the risk

of civil war, “it does so independently of state capacity” (see also Humphreys 2005). In an

influential review of the empirical findings, Ross (2004b, 337) concludes that (outside of oil)

“the association between primary commodities... and the onset of civil war is not robust.”

With mixed findings and a small set of key variables (such as oil export dependence or per

capita income) bearing the burden of inferences about multiple causal mechanisms, it is no

wonder Ross (2004a, 62) views this literature as an “analytical muddle.”

Forging ahead, however, a more recent literature has examined the impact of commodity

export price changes on civil conflict. Some studies find that price increases cause conflict,

as Dube and Vargas (2013) argue is the case in the natural resource sector (inducing greater

competition for state-controlled rents). Angrist and Kugler (2008) draw similar conclusions,

but only for commodities whose revenues (like coca in Colombia) support the rebels. For

Besley and Persson (2008), higher commodity export prices in general increase the preva-

lence of civil war. Others argue that price increases lower the risk of conflict. Dube and

Vargas (2013) show that this is true in Colombia for labor-intensive agricultural goods,

because higher farm income may increase the opportunity costs of participating in conflict.

O’Trakoun (2012) finds the same for a broader set of countries. Brückner and Ciccone (2010)

reveal a negative association between price rises and civil war as well, for 19 commodities in
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Sub-Saharan Africa. Yet Nillesen and Verwimp (2009)’s careful study in Burundi shows that

rebels had no greater recruitment success in villages where the price for the locally produced

commodity had dropped. Likewise, the most comprehensive study to date likewise finds no

effect of export commodity price changes on civil conflict onset (Bazzi and Blattmann 2013).

Here, too, it is difficult to know what to make of these collectively mixed or null findings.

One theme, however, is clear: if commodities matter for conflict, it is because they provide

revenue, for the government and sometimes for rebels. Revenues in turn help boost an actor’s

coercive capacity and ultimately influence the likely outcome of a fight. Many developing

countries rely greatly on commodity export payments as a leading source of government

revenue. Copper is reportedly the source of 16 percent of Chile’s fiscal income (Frankel

2011, 8); oil and gas, over 50 percent of Russia’s (US Energy Information Administration

2013); all commodities, more than 20 percent of Indonesia’s (World Bank 2010, 1). According

to accounting reports produced for the Extractive Industries Transparency Initiative (EITI),

commodity export payments constituted 34 percent of the average government’s revenues

for 28 developing countries in the mid-2000s (Revenue Watch Institute 2011). The evidence

is clear that an exogenous increase in the world price of a country’s export commodities

translates into greater tax revenues for the government (Spatafora and Samake 2012). Thies

(2010) similarly demonstrates empirically that natural resource export revenues increase

state capacity. Of course, rebels too may profit from commodity exports, as noted above.

There is less we can say systematically about the extent of this phenomenon in proportion

to government income, but it is probably the case that the state earns the lion’s share

of export revenues for licit commodities. One reason is that rebel-controlled commodities

traded through irregular markets are commonly heavily discounted.5

From any perspective, however, the literature agrees that export revenues are the key

to commodities’ role in conflict. Yet how do increases in revenues affect the likelihood of

conflict? Think of the process that produces civil conflict as a bargaining interaction between

5“The premium [for the broker] is considerable – if the threat is real enough ... maybe 25 percent,” said
one black market commodity trader (Financial Post 2012).
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the government and an organized opposition group considering the use of armed force. In

this context, the fundamental lesson of rationalist explanations for war (Fearon 1995, Reiter

2003) is that a mutually observed advantage for one side should translate not into more

conflict but rather more concessions by the other side. That is because the costs of armed

conflict for all parties create a “bargaining range” of possible settlements jointly preferred

to violence. If derived from mutually observed commodity price conditions – and there is

nothing more jointly observable than world commodity prices – factors that make the rebels

more capable of fighting or recruiting successfully, or factors that enhance or detract from

the state’s coercive capacity, do nothing to close this window of peaceful possibility.6 What

causes bargaining to break down is information or commitment problems, not prior observed

changes in the balance of power.7 The broader literature on civil war has long appreciated

this fundamental insight (e.g., Walter 2002, 2009), but not so the literature on resource

dependence and conflict.8 We need a model to more carefully explore how different aspects

of commodity dependence and price changes affect the incentives to use armed force.

3 A Model of Revenue Volatility and Conflict

We develop a simple adaptation of the canonical bargaining model of war. In particular,

we analyze a two-player, complete information, infinitely repeated ultimatum game with

one-sided offers, following the example of Fearon (1995). The point of this exercise is to

better clarify the causal mechanism that may connect commodity conditions with conflict,

within a familiar theoretical framework. We thus offer the model chiefly as an explicating

6Similarly, the presence of valuable commodities as a prize will narrow this window, relative to fixed
costs of fighting, but not eliminate it.

7Conflict may also hypothetically arise from indivisibility of the scarce good over which the parties are
bargaining. However, this source of conflict is generally downplayed due to the possibility of side payments
(Reiter 2003). Likewise, pressure for conflict from hawkish domestic groups could constitute another source
of bargaining breakdown. Yet to eliminate the bargaining range, the value for conflict from hawkish domestic
groups would have to exceed not just that party’s costs of fighting but also the other side’s as well – not
generally a likely scenario. In the absence of information or commitment problems, then, hawkish domestic
pressures should produce greater concessions by the other side, not conflict.

8For a compelling recent exception to this point, see Bell and Wolford (Forthcoming).
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and clarifying device, with a simple twist, i.e., uncertainty about the future distribution of

capabilities.

3.1 Assumptions

1. A government, G, is dealing with a (potentially violent) rebel group, R, that is orga-

nized and capable of acting strategically and collectively.

2. Both actors are risk averse.

3. The government derives a significant portion of its revenues directly or indirectly from

commodity exports.9 Revenues in turn can be translated into military capabilities in

the medium term (i.e., in the next period of the game).10

3.2 Setup of the Model

A Government, G, and a group of Rebels, R, disagree about the division of a scarce good, the

value of which is normalized to 1. In period t of an infinitely-repeated game, the Government

makes a take-it-or-leave-it offer xt ∈ [0, 1]. The Rebels may either accept the offer or reject it,

initiating armed conflict. If the Rebels accept xt, then the two parties receive their payoffs

from xt for that period and move on to the next period of bargaining. If the two sides

fight, however, the Government and Rebels win pt ∈ [0, 1] and 1 − pt of the scarce good,11

respectively, for the current and all future periods, while each bearing a one-time fixed cost

of conflict, cG or cR, where cG, cR > 0. It is conventional to interpret pt as the product of

the balance of military capabilities. (See Figure 1.)

9Alternatively, the rebels may derive significant income from such exports. The key is that the govern-
ment and rebels do not profit in equal proportion.

10In this key respect, we abstract away from the strategic use of degrees of mobilization of latent resources,
which has been a central concern in recent innovative formal models of conflict, such as that of Debs and
Monteiro (2014), Tarar (2013), and others.

11This feature of the model distinguishes it from Fearon (1995). Here, war is not a probabilistic winner-
take-all process but rather a deterministic one that yields a mutually anticipated interior point on the [0, 1]
interval. For risk-neutral utilities, the distinction makes no difference.
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For ease of exposition, we will analyze quadratic loss utilities, but our key result requires

only that the players be risk averse, not this particular functional form. The parties discount

future payoffs by applying the shared discount factor δ ∈ (0, 1) in each subsequent period.

At period t, the payoffs for an infinite series of peace settlements all at xt are thus

UG =
1− (1− xt)2

1− δ
UR =

1− x2t
1− δ

. (1)

The payoffs for fighting at period t are

UG =
1− (1− pt)2

1− δ
− cG UR =

1− p2t
1− δ

− cR. (2)

In our variant of this simple game, the parties have common knowledge that there may

be a shift in the balance of capabilities between period t and t+1. For this paper’s purposes,

the shift in capabilities arises from changes in world prices for commodities the state exports.

The model assumes these changes are exogenous: i.e., the state is a price taker in the relevant

commodity markets.12 We also assume that the state derives a significant amount of revenue

from commodity exports and can convert revenues into capabilities to combat the rebels. As

a result, changes in commodity export prices can translate into changes in capabilities, such

that pt+1 may be different from pt.

As per Fearon (1995, 405), we model this scenario as a one-time permanent alteration

in the repeated game’s parameters that may occur before period t + 1 if the parties reach

a peaceful settlement in period t. Like all formal models in which power shifts may cause

preventive wars (e.g., Powell 2006, 182), our model assumes that a fight in period t “locks

in” the current distribution of capabilities, pt.
13 But there is a twist in our model regarding

12And our empirical tests later restrict themselves to conditions in which this assumption is satisfied, as
we shall explain.

13In our story, the power shift is the indirect result of an exogenous shock to global commodity prices.
Accordingly, it may be that an armed conflict leaves each side with an ability to profit from commodity
exports proportional to pt, so that changes in world prices do not subsequently alter their balance of capa-
bilities. Or it may be that conflict limits the potential for either to participate actively in global markets,
leaving the status quo balance of capabilities in place. Consistent with the latter mechanism, Mitchell and
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how the power shift is implemented. The standard approach is to treat the power shift as

a fixed parameter, say, d = pt+1 − pt. In contrast, we treat the power shift as a random

variable drawn by Nature: ∆ ∼ U(d, s), where U is a uniform distribution with mean d ∈ R

and standard deviation s (therefore with range 2s
√

3). On the basis of Nature’s draw, the

resulting balance of capabilities in period t+ 1, shown in the shaded area in Figure 1, is

pt+1 =


0 if pt + ∆ < 0

pt + ∆ if 0 < pt + ∆ < 1

1 if pt + ∆ > 1,

(3)

which constrains pt+1 to the feasible bargaining space [0, 1] so that no parameters yield “out

of bounds” results. All subsequent periods t + 2, t + 3, ... will also share the same new

pt+1. Having reached period t+ 1, the players look back and observe the global commodity

price “shock,” ∆; yet at period t, ∆ is uncertain. They may anticipate on average that the

power shift ∆ will be d, but the greater the spread of the random variable’s distribution, as

measured by its standard deviation s, the less predictable ∆ is. The ex ante unpredictability

of the ex post “shock” ∆, as measured by s, is precisely what we mean by “volatility.”

3.3 Equilibrium Behavior

Because the model features complete information, we look for subgame perfect equilibria. In

the simple repeated game with no power shift, the unique subgame perfect equilibrium calls

for G to offer x∗ =
√
p2 + (1− δ)cR at every period t and for R to accept any x ≤ x∗ and

reject all others. G has agenda control and therefore can propose the maximum x that R will

accept, but were it otherwise, G still prefers any settlement x ≥ 1−
√

(1− p)2 + (1− δ)cG

to a fight. Because cR, cG > 0, these two constraints leave open a wide “bargaining range”

of possible settlements that both parties prefer over fighting, shown in Figure 1.

By comparison, what happens in the model when we allow a power shift after period t?

Thies (2012) demonstrate empirically that commodity production declines during civil wars.
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Equilibrium behavior in the subgame from t+ 1 on is the same as in the simple game above.

The players know that, as of t + 1, there will be no future change in relative capabilities.

At that point, say that R’s strategy calls for it to accept any offer x ≤ x∗2 in all periods

t + 1, t + 2, ..., while rejecting offers greater than x∗2. R will receive (1 − x∗22 )/(1 − δ) if

it accepts x∗2, whereas R gets (1 − p2t+1)/(1 − δ) − cR if it chooses to fight. From the

Government’s perspective, the best (i.e., maximum) x∗2 that the Rebels will accept is therefore

x∗2 =
√
p2t+1 + (1− δ)cR, similar to x∗ above. The Government strictly prefers making this

offer over fighting because of its positive costs of conflict, cG. As a result, in the subgame

after the power shift has occurred, the best response for G is to always make a peace offer

of x∗2, and the best response for R is to accept any x ≤ x∗2 and fight otherwise.

However, the players’ calculations are a little different as we move backwards to period

t. As before, if R fights, it expects an outcome of pt in perpetuity, yielding
1−p2t
1−δ − cR. Yet

if R accepts some offer x1, it opens up the possibility of a random change in the balance of

capabilities before the next period, which will then be the basis for an infinite series of peace

settlements at the ensuing x∗2. The Rebel group’s expected utility for accepting x1 is thus

EUR(x1) = 1− x21 +
δ

1− δ

∫ pt+d+s
√
3

pt+d−s
√
3

1

2s
√

3
(1− x22)dpt+1, (4)

where

x2 =


0 if x∗2 < 0

1 if x∗2 > 1

x∗2 otherwise.

(5)

For a distribution U with an entirely interior set of values,14 expression (4) is

EUR(x1) = 1− x21 +
δ

1− δ
[
1− d2 − s2 − (1− δ)cR − 2dpt − p2t

]
. (6)

The offer in period t that leaves R indifferent between accepting and fighting is the x∗1 that

solves the equation setting (4) equal to
1−p2t
1−δ − cR, which (in the case of interior values for

14That is, where pt + d− s
√

3 ≥ 0 and pt + d+ s
√

3 ≤ 1.
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U) is

x∗1 =

√
p2t + (1− δ)cR −

(
δ

1− δ

)
(2dpt + d2 + s2). (7)

Peace equilibrium. Say that the power shift is scheduled to occur between periods 1 and 2.

Then, as long as cG is sufficiently large15 and x∗1 ≥ 0, the unique subgame perfect equilibrium

is for the Government to offer min{x∗1, 1} in period 1 and min{x∗2, 1} in all periods thereafter,

and for the Rebels to accept x ≤ x∗1 in period 1 and x ≤ x∗2 thereafter, fighting otherwise.

Conflict equilibrium. However, for some combinations of parameters in (7), there may

be no feasible division of the scarce good in period 1 that will be sufficient for R to prefer

peace over conflict. This will be the case if s rises above the threshold

s′ =

√
(1− δ)
δ

p2t +
(1− δ)2

δ
cR − 2dpt − d2. (8)

The greater the weight the players put on the future (i.e., the higher the δ), the lower the

amount of volatility (s) needed to violate the peace equilibrium’s conditions. Also, because

the Government is risk-averse, volatility lowers its expected utility from a peaceful settlement

in period t as well, raising the minimum x1 it is willing to offer to avoid conflict. Depending

on how high the Government’s costs of war are, this constraint may become binding at lower

values of s than s′. Denote s∗ as the minimum of these two constraints. Then, if s > s∗, the

unique equilibrium outcome is conflict: G makes any unacceptable offer x > max{0, x∗1} in

period 1 (and offers an acceptable settlement min{x∗2, 1} in all later periods); R rejects all

offers x > max{0, x∗1} in period 1 (and accepts any x ≤ x∗2 subsequently).

Figure 2 shows how the “bargaining range,” the set of potential deals mutually preferred

to conflict, shrinks as volatility, s, increases. The horizontal axis depicts the bargaining space,

just as in Figure 1. G’s equilibrium offer in period t, x∗1, is labeled on the horizontal axis

to the right of the initial distribution of capabilities, p1.
16 The lowest offer the Government

15Formally, the constraint is cG ≥ 1−(1−pt)2
1−δ − EUG(x∗1), where EUG(x∗1) declines as a function of s just

as EUR(x∗1) does in expression (6).
16The parameter values displayed here are: cR, cG = 0.25; d = 0; p1 = 0.5; δ = 0.9. Thus s∗ = 0.15. The

12



would be willing to make to avoid conflict is to the left, where the dashed blue line intersects

the horizontal axis. Moving up the vertical axis, we see what happens to these two points

as volatility, or s, increases. The bargaining range shrinks and then disappears at s∗. Above

s′ there is no possible x1 ∈ [0, 1] that the Rebels would accept rather than fight, given the

risks the Rebels expect to face in the event of peace.

3.4 Analysis

In this model, peace, not war, is a costly lottery. If the parties reach a peaceful settlement,

they participate in a lottery determining the distribution of capabilities in the next period.

One instrument of this lottery is exogenous change in the world prices of the commodities a

country exports. Three distinct concepts relate to this lottery:

1. “Volatility,” the ex ante degree of unpredictability of commodity price changes (and

thus of future revenues and military capabilities), directly corresponding to s;

2. The “trend,” or ex ante predicted change, in commodity prices (and future revenues

and capabilities), i.e., d in the model;

3. The “shock,” or ex post observed change, in commodity prices (and revenues and

capabilities), i.e., ∆ as revealed by Nature’s draw in the model.

How do each of these affect the likelihood of conflict in the model? We begin with

volatility. To see the effect of s, look at its role in the equilibrium peace offer x∗1 in (7). It is

clear that volatility has a monotonically negative impact on the first-period settlement offer.

Why? A large s means that the outcome of a period t + 1 conflict is highly uncertain in

period t. Some possible ensuing values of pt+1 are more favorable for the Rebels, while others

are less favorable. However, the players are risk averse, so better draws produce only minor

equilibrium offer x∗1 is not far from p1 here because these values represent a situation in which the parties’
costs of conflict are not overridingly high, and the parties are significantly concerned about the infinite series
of future settlements.
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gains while worse draws generate significantly lower payoffs. In this context, the parties

face a variant of the classic preventive war commitment problem. Namely, the Government

cannot compensate the Rebels for the risks of peace by promising ex ante to demand less

ex post should the draw go the Government’s way. Such a commitment is not credible (i.e.,

subgame perfect). Consequently, the Rebels can credibly threaten conflict unless they get a

better deal (i.e., a lower x∗1) up front. The Government is willing to pay this extra price for

peace in period t as long as its costs of conflict are sufficiently large. However, as volatility

increases, if the parties weigh the future highly enough, no offer today may be large enough

to compensate the Rebels for the risk that the Government will be able to demand virtually

all the scarce good in the future. In that case, the Rebels would rather initiate armed conflict

now.17 For countries dependent on commodity exports and with potentially organized rebel

groups, the observable implication is as follows:

Hypothesis 1. The greater the expected volatility in the world prices of a country’s export

commodities, the higher the probability of intrastate armed conflict onset in that country.

Next, how does a predictable trend – as distinct from unpredictable changes – affect the

prospects for conflict? Consistent with existing work, our model suggests that expectations

of an extreme power shift, favoring either the rebels or the government, can spark conflict.

In the model’s terms, the relevant parameter is d, and the −(2dpt + d2) term in expression

(7) shows that the impact of d is non-monotonic. In our application, if the prices of the

state’s revenue-producing commodity exports follow a predictable trend that is too steep in

either the positive or negative direction, conflict may ensue. This observable implication,

however, requires that past trends are expected to continue into the future. Whether any

commodity prices reliably exhibit that pattern is an empirical question. As it turns out

for the sample used in the empirical tests reported below, past commodity price trends are

17The model’s implications about volatility go beyond this basic claim as well. Interestingly, even when
volatility is not high enough to induce conflict, it tends to compel the government to make more generous
settlements with the rebels than the government would otherwise offer. If such concessions allow the rebels to
remain organized and recruit successfully, then volatility may help sustain the preconditions for civil conflict
even in the absence of armed violence at any given point.
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terrible predictors of future trends,18 so we do not attempt to test this implication of the

model.

Finally, how should commodity price shocks as observed ex post affect the likelihood

of conflict? We are now talking about ∆ in the model. Existing research on the impact of

commodity prices on conflict has almost exclusively focused on the empirical analogue of this

parameter, often measured as the change in the log index price of a key export commodity

from period t − 1 to t. Here is the essential point: the value of ∆ does not enter into x∗1

in (7) or any condition shaping the possibility of the peace equilibrium. In all parameter

conditions, the parties reach peaceful settlement in equilibrium from period t+ 1 on. So no

matter what value ∆ takes, it should not affect the prospects for peace once it is observed.

In broader economic or game theoretic terms, this simple point should not be surprising: the

parties merely “price in” the observed commodity revenue shock into their peace settlement,

but no “shock” in this sense can make conflict a best response. The observable implication

is that ex post observed price changes should have zero impact on the likelihood of armed

conflict. This insight helps explain why existing empirical findings about the impact of price

shocks have been so weak or contradictory, and it highlights how “shocks” can have very

different effects from “volatility.”

Hypothesis 2. A prior observed increase in the world prices of a country’s export commodi-

ties will not affect the likelihood of intrastate armed conflict.

What role do the level of commodity dependence or the nature of a country’s key com-

modities play? To be sure, the model includes no parameters speaking to those concerns.

Rather, we have assumed that the country is sufficiently commodity dependent for that

source of revenue to play a material role in the parties’ expectations. That is, some degree of

commodity dependence is a necessary but not sufficient condition for this dynamic to apply.

Also, because commodities only matter in this theory to the extent that they provide rev-

18Some sources of change in the balance of military capabilities, such as long-run disparities in economic
growth rates, offer much more potent predictors of future trends. Future trends in commodity export
revenues, however, are much harder to predict (even though volatility in future price changes is predictable).
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enue for the parties, the type of commodity is irrelevant, as long as it is a source of sufficient

income.

4 Research Design

To test these hypotheses, we construct a dataset of 145 developing countries, i, observed

monthly, t, from January 1963 through December 2012.19 We restrict our analysis to devel-

oping countries because (1) they exhibit a higher risk of civil conflict, (2) their economies

are more commodity dependent, (3) they derive a greater share of government revenue from

commodity exports, and (4) they are less diversified and thus more vulnerable to volatil-

ity in any given commodity price. Developed states as a rule are more insulated from the

theoretical dynamic posited by this paper.

4.1 Dependent Variable: Civil Conflict

The phenomenon to be explained is the onset of civil conflict. Our primary measure of this,

used for Models 1, 2, and 3, is the UCDP/PRIO Armed Conflict Dataset’s (Gleditsch et al.

2002) version 2014-4 list of “internal” or “internationalized internal” political or territorial

conflicts pitting the government of a state against a formally organized opposition group,

producing at least 25 battle-related deaths per year.20 The variable Civil Conflicti,t is 1

for the first recorded month of such a conflict and 0 otherwise. Because we are testing

hypotheses about the onset of conflict, our analysis excludes country-months in which civil

conflicts were already ongoing, leaving 59,829 country-months in the sample. There are

a total of 186 new conflict onsets in the sample, experienced by 81 of the 145 countries.

19The dataset includes all independent states not in the OECD by 1990, plus Turkey (Gleditsch and Ward
1999).

20From this list, we exclude 22 conflict episodes solely consisting of coups, i.e., “illegal and overt attempts
by the military or other elites within the state apparatus to unseat the sitting executive” (Powell and Thyne
2011, 252). These coups did not involve an organized rebel group outside of the state apparatus. Our
argument, which revolves around differential growth of state versus rebel capabilities, does not apply to
coups, the dynamics of which are likely to be quite different (Singh 2014).

16



The UCDP/PRIO’s record of the start month of each conflict appears quite accurate, but

the source’s precision flag indicates that the start month is not known precisely for 22 (11

percent) of these conflicts; for these, following UCDP/PRIO, we assign December of the

start year as the start month.

For robustness purposes, we include three additional measures of civil conflict at different

levels of intensity. The first, Civil Wari,t, also measured monthly, is examined in Model 4.

It takes on a value of one for the onset of conflicts that ultimately reach the UCDP/PRIO’s

threshold of 1000 annual battle-related deaths in at least one year of the conflict episode.

There are 61 new-onset civil wars in our sample, in 38 different countries.21 The second

alternative measure is drawn from the Armed Conflict Location and Event Data (ACLED)

Project, version 4,22 which records conflict events for the countries of Africa only. Our

dependent variable, ACLED Conflicti,t, is 1 in a month in which ACLED lists at least one

conflict event involving the government and/or an organized group, producing fatalities;23

0 otherwise. Model 5, using this dependent variable, includes 42 African countries from

1997 through 2012, with 2612 conflicts (more frequent because the threshold of deaths is

just one for this variable). The final alternative dependent variable is drawn from a similar

source, the Social Conflict in Africa Database (SCAD), version 3.0.24 This variable, SCAD

Conflicti,t, also records violent conflicts with one or more fatalities. We again restrict this

variable just to conflicts involving the state and/or organized groups.25 Model 6, which uses

this dependent variable, includes 47 African countries from 1990 through 2012, with 3780

conflict events.

Because the dependent variable is conflict onset (rather than incidence), and because the

odds of conflict onset are likely to be conditioned on the duration of peace, our multivariate

21Because our analysis samples exclude months in which conflicts were already ongoing, the Model 4 Civil
Wari,t sample is somewhat larger (i.e., including more intervening months) than that for Civil Conflicti,t:
some spells of peace violated by lower-intensity conflict continue to be counted as spells of peace if the 1000
death threshold is not reached.

22http://www.acleddata.com
23That is, it is one if the ACLED interaction variable < 50 and fatalities > 0.
24https://www.strausscenter.org/scad.html
25Specifically, it is one if the SCAD variable etype is 3, 7, 8, 9, or 10 and ndeath > 0.
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analysis asks how the covariates affect the amount of time until civil conflict begins. For this

we estimate Cox proportional hazards models.

4.2 Commodity-Based Independent Variables

To calculate the commodity variables, we assemble the real price index series, πj,t, for com-

modity j in month t for 71 different commodities starting in 1960. (See the Data Appendix

for more detail.) Define the variable Shock j,t = lnπj,t−1 − ln πj,t−13, capturing the observed

price change from 12 months prior, lagged by one month.

We construct two different measures of price volatility for each commodity. The first,

Volatility j,t (Observed), is the standard deviation of monthly first differences in the log real

price index from t − 13 to t − 1: in other words, commodity j’s price variability over the

prior 12 months, lagged by one month. Recall, however, that the concept at issue in the

formal model is anticipated, not observed, volatility. Fortunately, past volatility is a well-

performing predictor of future volatility: at the commodity-month level, the correlation

between Volatility j,t (Observed) and its twelve-month-forward version, the variability from

months t to t + 12, is r = 0.61.26 Because volatility in the past year is what actors observe

and base their future expectations on, and because it tends to produce reasonably accurate

forecasts, we feel observed volatility is a valid operationalization of our theoretical concept.

However, to speak more directly to the concept, our second and primary measure, Volatil-

ity j,t (Forecast), consists of model-generated forecasts of latent commodity price volatility.

Separately for each commodity, we estimate GARCH(1,1) models of the 12-month-ahead

difference27 in commodity j’s log real price index as a random walk with first-order au-

26The same is not true for observed commodity price shocks themselves. The correlation between Shock j,t
and Shock j,t+13 (the latter is the change from month t to t+ 12) is just r = −0.16. This is why we have no
empirical basis for testing a hypothesis about the impact of expected commodity price trends (d in the formal
model): forecasts of commodity price changes based on past trends are notoriously wrong. For example,
the IMF reports price forecasts for 42 separate commodities in the semiannual World Economic Outlook.
Regressing the observed 2008-to-2009 price change against the IMF’s forecasted changes published in April
2008 produces a R2 of just 0.023; and for 2012-to-2013 (using the April 2012 forecasts), just 0.068. Even the
experts are not capable of making 12-month commodity price trend forecasts much better than chance. For
more evidence on this point, see Tomek (1997) and Groen and Pesenti (2011).

27The 12-month-ahead difference for commodity j in month t is lnπj,t+12− lnπj,t. This has the virtue of
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tocorrelation. The estimated variance is a function of the log real price index itself (in

month t − 1) along with parameters for first-order autoregressive heteroscedasticity and a

first-order GARCH process. This is a widely-accepted variance forecasting model (Andersen

et al. 2006). The technique produces moving forecasts of error variance, or latent commodity

price volatility, over the next 12 months. It answers the question, “Given the full history

of this commodity price series, how uncertain are we about how much the commodity’s

real price will change a year from now?” Volatility j,t (Forecast) is the standard deviation

(or square root) corresponding to this variance estimate, to match the scale of Volatility j,t

(Observed).28 Volatility j,t (Forecast) and Volatility j,t (Observed) are correlated at r = 0.62.

So far we have described measures of price shocks and variability at the commodity-month

level. To aggregate to the country-month unit of analysis, we obtain annual self-reported

or mirrored UN COMTRADE export data for the SITC or HS codes (at up to 6-digit

precision) that match each commodity.29 We then compute wi,j,t−12, the share of commodity

j in country i’s total included commodity exports in the prior calendar year. To ensure that

the measures of volatility and shocks are sufficiently exogenous, we exclude commodity j

from the weight calculation (hence wi,j,t−12 = 0) if country i accounted for 10 percent or

more of total world exports of commodity j in the prior calendar year.30 What remains

are just the commodities for which the country is a price taker. If a country is a large

enough exporter of a given commodity to potentially affect world prices, the commodity is

stripping seasonality out of the difference series, besides focusing the horizon of expectations on the medium
rather than the immediate term.

28The latent commodity volatility forecast is a strong predictor of future variability: the correlation
between Volatilityj,t (Forecast) and the observed volatility from months t to t+ 12 is r = 0.66.

29Commodity trade data codes available upon request. Over the 50 years of the sample, many countries
significantly alter their commodity export portfolios. It is therefore important to have time-varying export
weights. Because our analysis excludes periods with conflict already underway, the one year lag is sufficient
to ensure that conflict is not endogenously affecting commodity export shares.

30Bazzi and Blattmann (2013) also use a 10 percent cutoff. Our results are wholly robust to alternative
cutoff levels, such as 3, 5, 7.5, and 20 percent. The 10 percent cutoff retains 88.9 percent of the average
country’s total commodity exports (and 99.9 percent of the median country’s) while excluding more than
99 percent of the single largest exporters of any commodity in the sample. However, there are five sample
countries for which less than 40 percent of commodity exports are included by this criterion: Saudi Arabia,
Chile, Colombia, Sri Lanka, and Israel. The Volatility and Shock results in all models are entirely robust to
the exclusion of those countries from the analysis.
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not included in our shock and volatility measures for that observation. That is, our variables

incorporate only the exogenous component of variation in world prices.

With the export weights, the primary country-month-specific explanatory variables are:

Volatility i,t =
71∑
j=1

[
(wi,j,t−12) Volatility j,t

]
and Shock i,t =

71∑
j=1

[(wi,j,t−12) Shock j,t]. (9)

The variables Volatility i,t (either observed or forecast) and Shock i,t correspond to the pa-

rameters s and ∆ in the formal model, respectively. As per Hypothesis 1 and 2, Volatility i,t

should raise the likelihood of conflict onset while Shock i,t should have no effect.

There is significant cross-time as well as cross-country variation for both variables. Coun-

tries do not appear to share the same cross-time patterns in commodity price volatility,

because they have different export portfolios.31 Likewise, the “between effects” or cross-

sectional differences in country means do not capture much variation in either measure of

volatility.32 Figure 3 displays the range of observed volatility levels by country for the (peace-

time) analysis sample; it shows the sample median plus 10th and 90th percentile values for

each country. The vast majority of countries in the sample go through spells of high volatil-

ity as well as periods of low volatility: only a few are chronically subject to higher levels

of export commodity price volatility than average.33 Note also that the correlation between

Shock i,t and Volatility i,t (whether observed or forecast) is minimal (r < 0.12). That is be-

cause an extreme 12-month price shock in either direction (positive or negative) tends to

produce high volatility observations or forecasts, while a zero 12-month net change in price

may be associated with either low or high volatility.

The average country in the analysis sample received 13.2 percent of its gross domestic

31Regressing Volatility i,t on fixed effects for each of the 600 sample months yields R2 < 0.22. Similarly,
cross-time variation in volatility is different for every commodity: it is not merely a follow-on effect of price
movements for oil or any one commodity group. Back at the commodity-month level, if we regress either
variant of Volatilityj,t on month-specific fixed effects, we get R2 < 0.07. Very few fluctuations in volatility
are shared across commodities or across countries.

32If we regress either variant of Volatility i,t on country-specific fixed effects, we get R2 < 0.22.
33The few exceptions lie on the far left of the graph. These countries include Botswana, Namibia, Lesotho,

Armenia, and Somalia.
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product (GDP) from exports of the commodities tracked in these variables (i.e., those for

which the country accounted for less than 10 percent of world exports).34 For reference, the

corresponding share of GDP for commodity exporter New Zealand is 4.5 percent; Canada,

3.2 percent; and Australia, 2.3 percent.35 Our sample of countries is much more commodity

dependent in comparison.

4.3 Other Variables

The analyses include a number of control variables. The literature holds that dependence on

commodities in general and fuel exports in particular may make a state more (or less) prone

to civil conflict. We therefore include the variables Log Commodity Dependence (Fuel)i,t−12

and Log Commodity Dependence (Non-Fuel)i,t−12, which are the natural log of one plus the

state’s fuel or non-fuel exports as percent of its GDP, in the calendar year prior to month

t.36 Other scholars have emphasized that rising prices of essential food imports could spark

civil conflict (e.g., Bellemare 2015, Arezki and Brückner 2011), so we include the variable

Food Import Price Increase i,t, which, like Shock i,t, measures the 12-month difference in the

log price index, from month t− 13 to t− 1, but is weighted by imports rather than exports

and only counts food commodities.

The analyses control for a number of standard predictors of civil conflict as well, includ-

ing the (natural log of) the country’s total population size and real per capita GDP (in 2012

US dollars), measured in the calendar year prior to month t (from the World Development

Indicators); a Cold War dummy (1 before 1990, 0 otherwise); and the state’s ethnolin-

guistic fractionalization score using 1985 demographic data (Roeder 2001). To capture the

non-monotonic impact of regime type, we include two variables based on the country-year

“Unified Democracy Scores” (UDS) from Pemstein, Meserve and Melton (2010), lagged by

34The tracked commodities constitute 43.4 percent of the average country’s total merchandise exports.
35Including commodities in which these countries account for 10 percent or more of world exports, their

respective figures are 9.5, 8.7, and 9.0 percent, still lower than the corresponding number, 15.3, for our
average sample country.

36These variables use our commodity data without restriction to those for which the state was a price
taker. The fuel category includes petroleum, natural gas, liquified natural gas (LNG), and coal.
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one year. Democracy Score is the UDS score if the UDS value is positive; 0 otherwise. Autoc-

racy Score is the absolute value of the UDS score if the UDS value is negative; 0 otherwise.

Higher values of Democracy Score and Autocracy Score denote a greater degree of democ-

racy and autocracy, respectively, but both may be zero or small, indicating a middle regime

category (or “anocracy”). A final variable, Conflict in Neighbor, is coded 1 if a 25-death

UCDP conflict was underway in a contiguous neighboring state in month t− 1; 0 otherwise.

(This variable uses only 1000-death conflicts for the analysis of civil war onset in Model 4.)

Table 1 contains descriptive statistics for all explanatory variables for the analysis sample.

5 Empirical Results

5.1 Descriptive Associations

Before turning to the results of multivariate analysis, we first examine the basic descrip-

tive relationship between commodity price volatility and civil conflict onset. Consider the

selection of countries shown in Figure 4, which displays the time series for Volatility i,t (Ob-

served) with shading over the periods of ongoing (25-death) civil conflicts for each country.

What is striking about these examples is that when commodity price volatility reaches a

new historical high in a given country, civil conflict tends to break out.

Consider the case of Guinea, where civil conflict began in late 2000. At the time, Guinea’s

top commodity exports were aluminum, diamonds, and gold (constituting 81 percent of total

merchandise export revenues). The world price of gold and aluminum had gone up from the

prior year, while that of diamonds had dropped, yielding a near-zero net change in export

prices, but all three commodities had exhibited high levels of volatility (with a forecast for

the same). Guinea derived nearly a third of its government revenue from fees on commodity

exports (Revenue Watch Institute 2011). Rebels sheltering in nearby Liberia and Sierra

Leone found this a propitious time to attack (BBC News 2000).

The story of Comoros is particularly revealing (see Figure 5). Comoros, a small and
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extremely poor country of a half million, is an archipelago of three major islands between

Mozambique in southeast Africa and Madagascar. The best agricultural land on the main

island, Grand Comore, is dominated by cloves plantations, which account for the bulk (more

than two-thirds in the mid-1990s) of export revenue for this commodity-dependent economy.

The Anjouan People’s Movement (MPA) had for years sought autonomy for their poorer

Comoran island (hoping to renew French administration like wealthy neighbor Mayotte).

For a period of time in the mid-1990s, global cloves prices were fairly stable, but in 1996

they began to climb and then swing wildly (doubling and then halving from month to

month), with corresponding implications for the revenues of the central government on Grand

Comore. Civil servants demonstrated in protest against the government’s failure to pay

deferred wages (Cornwell 1998). President Taki chose this moment to delimit the autonomy

of the smaller islands. Fearful there would be no better time for their struggle with Grand

Comore and that the central authority’s advantage might grow, the MPA declared Anjouan’s

independence in July 1997. In September the capital sent 300 troops to stop the secessionists,

who fought back successfully. The clash produced at least 40 fatalities (Beresford 1997). The

government forces withdrew, and over the next few years, with the involvement of a regional

security organization, the two sides reached a political settlement. Cloves prices exogenously

stabilized during this period as well. It would be helpful to have more direct evidence that

the armed conflicts in these country cases were driven by the economic uncertainty around

commodity revenues, but the examples at least suggest a link between the two.

The association between commodity price volatility and civil conflict onset is evident

in the sample overall as well. Figure 6 shows a Kaplan-Meier graph of the cumulative

proportion of spells of peace that end in civil conflict by a given month, for low (below

median) and high (above median) values of Volatility i,t (Observed) in the full sample. The

odds of conflict within the first 72 months are roughly double for the higher volatility cases.

This is a statistically significant difference: if we divide the sample into equal halves by value

of Volatility i,t, a log-rank test of the equality of survival functions of the two categories yields
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p < 0.05, for both the observed and forecast versions of the variable. Interestingly, using the

same procedure, Shock i,t exhibits no statistically significant association with conflict onset.

5.2 Multivariate Analysis Results

Table 2 contains the main multivariate analysis results, including the estimates of the Cox

proportional hazards of Model 1 (explaining the onset of 25-death civil conflicts using volatil-

ity forecasts), Model 2 (using observed volatility instead), Model 3 (like Model 1 but strati-

fied with country-specific fixed effects), and Model 4 (like Model 1 but using the 1000-death

threshold). Table 3 gives corresponding results for the two models, estimated for Africa

rather than all developing countries, using the lower-threshold civil conflict onset indicators

from ACLED (Model 5) and SCAD (Model 6). The χ2 test statistics reveal adequate fit for

all models. Multicollinearity is low.37 Graphical analysis (through log-log plots of survival)

and Schoenfeld residuals tests reveal no signs of a violation of the proportional hazards as-

sumption for Volatility i,t or Shock i,t in any model. The findings for Volatility i,t and Shock i,t

are broadly robust to the inclusion of a variable counting the country’s number of prior

conflict onsets in the sample (which itself does not increase the odds of conflict onset at a

statistically discernible level in any case, if added to Models 1 through 4).

In all six models, consistent with Hypothesis 1, Volatility i,t has a positive and statistically

significant (two-tailed p < 0.05) association with civil conflict onset. Higher levels of volatility

increase the likelihood of conflict onset, whether we use model-generated latent volatility

forecasts (Model 1) or the observed variability over the past 12 months (Model 2). If (in

Model 3) we include country-specific fixed effects (strata in Cox model parlance), thereby

adjusting for the fact that 64 of these developing countries never experienced a conflict onset

during the sample period, volatility appears to have an even stronger influence on conflict.38

37For example, if we regress each covariate on all others in Models 1 or 2, the R2 ≤ 0.40 for all variables
except Autocracy Score and Democracy Score (for which R2 ≤ 0.51). Volatility and Shock are particularly
uncorrelated with other covariates: their R2 values are just 0.07 and 0.13, respectively.

38The Model 3 test is quite important. Not all developing countries are equally prone to civil conflict;
some may not have organized or even latent rebel groups. Since our theory presumes an organized rebel
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Volatility likewise has a stronger effect (Model 4) if we restrict our analysis to just those 61

conflicts that reached the “civil war” 1000-death threshold in at least one year. Volatility

also increases the likelihood of outbreak of lower-level political violence involving organized

groups or the state, resulting in at least one fatality, in the countries of Africa in the post-

Cold War period, using two distinct conflict data sources (Models 5 and 6). This is a striking

and consistent set of findings, about a variable no prior study has thought to consider as a

contributor to civil conflict.

In contrast, the coefficient estimates in all six models for Shock i,t are never statistically

discernible from zero (p > 0.24 at a minimum), just as Hypothesis 2 predicts. Once observed,

commodity price increases simply have no effect whatsoever on the odds of civil conflict

(involving organized actors) at any level of intensity.

How much difference does volatility make? To find out, we generate model predictions

simulated 100,000 times from the estimates of Models 1 through 6, holding all other covariates

at their sample means, while moving the variable in question from one standard deviation

below its mean to one standard deviation above.39 From this we obtain the estimated hazard

ratio at the low reference value. How much greater, in percentage terms, is the hazard ratio

at the high value? The answer gives the substantive impact (mean and 95 percent confidence

interval) of a “typical” change in the variable in question, expressed as an increase in the

cumulative hazard of conflict onset through any time t. Figure 7 displays these quantities

for selected variables in Model 1 and for Volatility in Models 2 through 6.40 In the first

row in Figure 7, an expected 33 percent increase in the hazard of conflict is what we would

actor, the hypothesis about volatility might not apply in countries lacking an organized opposition capable
in principle of making demands upon the government or making calculations about the government’s future
revenues. By including country-specific fixed effects, Model 3 derives its entire analytical leverage from only
those countries experiencing conflict onset at some point in the sample. (Similarly, a probit model with such
fixed effects would of course drop all countries never entering conflict.) The fact that Model 3’s coefficient
estimate for Volatility is therefore somewhat stronger than in Model 1 indicates that, by including some
countries never conceivably “eligible” for conflict, the other models tend to produce attenuated coefficient
estimates for the impact of Volatility. That is, they may suffer from conservative bias. Note that Shock,
however, does no better in Model 3 than elsewhere.

39For dichotomous variables Cold War and Conflict in Neighbor, the two values compared are 0 and 1.
40The displayed quantity shows the impact of moving from a high to a low value, rather than low to high,

for variables marked with (-).

25



get by switching the April 1965 volatility forecast for Algeria with that for the Dominican

Republic. (And indeed the latter experienced an outbreak of violent rebellion that month

while the former did not). Models 2 through 6 yield a consistent and somewhat more precise

picture. Overall, it appears, Volatility ’s substantive impact is just a little weaker than the

impact of, say, ongoing conflict in a neighboring country. Empirically, export commodity

price volatility is not the most important contributor to civil conflict, but it can raise the

risks of civil conflict in a substantively meaningful way nonetheless.

The results for most of the other covariates are consistent with the prevailing sense in the

literature. For example, in Model 1, as expected, conflict onset is likelier in countries that are

more populated, poorer, more ethnically fractionalized, and neighboring a state with a civil

conflict already underway. A new outbreak of civil conflict at the 25-death threshold appears

to have been somewhat less likely during the Cold War. And, compared to regime types in

the middle of the spectrum, strong democracies, and to a lesser extent, strong autocracies,

are less likely to experience civil conflicts.

Moving apart from the domain of the familiar, however, we also find that a net 12-month

increase in the world prices of a country’s imported food tends to decrease the odds of civil

conflict onset. This finding is not fully robust (e.g., there seems to be no effect either way for

the African subsample in Models 5 and 6), but it is certainly not consonant with the view that

rebellion thrives where citizens’ grievances about changes in the cost of living are highest.

This result therefore clashes strongly with Bellemare (2015) and Arezki and Brückner (2011)

but is consistent with Hendrix and Brinkman’s (2013, 13) claim that “severe food insecurity

has a dampening effect on conflict behavior.” Why this might be the case is certainly a

question worth exploring for the future. What is important for our purposes is that, by

controlling for food import price changes, we can more confidently conclude that Volatility ’s

impact is truly driven by expectations about (export) revenues, not consumer costs or state

expenditures.41

41And it is worth noting that Volatility is uncorrelated with Food Import Price Increase (r < 0.11),
although Shock is weakly correlated with the latter (r = 0.35).
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The other important finding concerns the two variables measuring the country’s export

dependence (as a share of GDP) on fuel and non-fuel commodities. Of course, much of the

literature has identified fuel export dependence, in particular, as a predictor of civil war

(e.g., Fearon and Laitin 2003, Fearon 2005, Thies 2010). It is therefore striking that in all

six models, including Model 4 (for which the dependent variable is actually civil war), our

variable Log Commodity Dependence (Fuel) has no statistically discernible effect on conflict

onset. Why not? Interestingly, if we re-run all six models without Volatility and Shock,

the coefficient for Log Commodity Dependence (Fuel) increases and becomes statistically

significant (although non-fuel commodity dependence does not) in Models 1, 2, and 4. In

our analysis, what is really distinctive about petroleum is that (a) it tends to be a large share

of some country’s exports (the top-ranked commodity out of 71 in the mean share of exports)

and (b) its price is more volatile than that of most other commodities (ranking 16th and 20th

out of 71 commodities for mean observed and forecast volatility, respectively). (See Data

Appendix.) But these two features of petroleum are already embedded in Volatility. Thus,

what our results are saying is that, outside of these two characteristics, fuel commodities do

not have special sway. Whether the country’s exports are fuel or not, what really matters is

price volatility in the state’s overall basket of export commodities, whatever they are.

5.3 Robustness Tests

Our results are robust to a number of different variations. First, as Models 1 and 2 reveal,

conflict onset results from volatility whether we measure the latter using prior observations

or model-generated forecasts. And if we substitute Volatility i,t (Observed) for Volatility i,t

(Forecast) in Models 4, 5, and 6, as well, its coefficient remains positive and statistically

significant (p < 0.02). Second, the results are not just driven by the experience of African

countries. Indeed, the sample medians of both variants of Volatility are virtually identical

for non-African and African countries (respectively, 0.490 and 0.497, observed; 0.079 and

0.082, forecast). If we re-run Models 1 through 4, splittingVolatility into two variables, one
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for Africa and one for the rest, we fail to reject the null hypothesis that the two variables’

coefficients are equal in each case (p > 0.38). Third, Volatility retains a positive and sta-

tistically significant impact even at levels of commodity export dependence on the low side

for this sample (which are still high by developed world standards, as noted earlier). If we

re-run Models 1 through 6 including an interaction term between Volatility and the (price-

taking) commodity export share of GDP, the interaction term is never statistically significant

(p > 0.32). Using those estimates regardless, linear combination tests of the net coefficient

for Volatility, when export dependence is at its 10th percentile sample value, reject the zero-

impact null hypothesis for Models 1, 2, and 5, and yield borderline (p = 0.06) results for

Models 3 and 4. That is, the impact of volatility does not seem to be conditioned on the

degree of export dependence in our sample, and volatility tends to induce conflict onset even

for developing countries with lower-than-average but non-zero commodity dependence.

5.4 Does Shock Work Differently for Different Commodities?

Dube and Vargas (2013) argue that, in the agricultural sector, a drop in export prices

increases rebel recruitment and civil conflict because it reduces the opportunity costs of

farm labor. Conversely, in the natural resource sector, a rise in export prices causes civil

conflict because it raises the value of control over the resource. Could our null findings for the

variable Shock be conflating different effects for these opposite categories? To find out, we

grouped the 71 commodities into “agricultural” and “natural resource” categories, and then

re-computed Shock separately for each category (using the original wi,j,t−12 weights). When

we estimate Models 1 through 6 with both resulting Shock variables, neither is statistically

significant, and post-estimation tests fail to reject the null hypothesis that the two category’s

Shock coefficients are equal, for all six models. We infer that the findings in Dube and Vargas

(2013) for Colombia alone do not generalize to the full population of developing countries.

Furthermore, the same null results hold if we group the 71 commodities in other ways,
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such as “lootable” versus non-lootable goods,42 fuel versus non-fuel goods, and petroleum

versus all other commodities. No matter how we break down the commodity categories,

ex post observed export commodity price shocks simply have no effect on the onset of civil

conflict. It is also worth noting that if we re-estimate Model 1 with pairs of Volatility variables

calculated separately by commodity category (agricultural/natural resource, lootable/non-

lootable, fuel/non-fuel, petroleum/other), there are no statistically significant differences

between the coefficients of each pair of Volatility indicators.

5.5 Does Volatility Create Grievances and Lower Opportunity Costs?

We have argued that volatility raises the risk of conflict because its revenue implications in-

tensify commitment problems between the government and rebel groups. The main analyses

find evidence consistent with that hypothesis. However, is it possible that volatility’s effect

is not driven by its revenue implications but rather because it heightens social grievances

or lowers the opportunity costs of engaging in mass political action against the state? We

consider several observable implications of these alternative explanations.

First, could governments facing volatile commodity-based revenue simply invest less in

public goods, such that citizens would develop greater grievances as a result? Keep in mind

that no more than a handful of countries exhibit chronically high volatility: most go through

low as well as high periods (see Figure 3 again). As a result, developing countries experiencing

higher export commodity price volatility are not smaller, poorer, less democratic, or more

ethnically fractionalized.43 In any case, neither the observed or forecast measure of volatility

is at all correlated with government expenditures on health (r = −0.12 and r = −0.09,

respectively) or education (r = 0.05 for both) as a share of GDP, in the two-fifths of the

sample for which such spending data is available.

Second, if volatility’s link to civil conflict were due to an increase in public grievances, then

42For the purposes of this test, we count petroleum, hard logs, soft logs, and diamonds as “lootable,”
because those are the licit commodities most commonly reported as sources of rebel income.

43The correlations at the country-month unit of analysis of either measure of volatility with GDP, log per
capita GDP, UDS regime type score, and ethnolinguistic fractionalization are all |r| < 0.093.
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export commodity price volatility should also be making citizens express dissatisfaction with

their government and catalyzing them to engage in political action such as demonstrations,

strikes, or protests. To see if this is the case, we merged our key variables into the World

Values Survey (WVS) wave 6 (2011-2012) dataset for the specific month in which each

country’s survey was conducted. We then regressed respondents’ expressed confidence in

their government against their country’s value of Volatility i,t (either version), Shock i,t, and

Food Import Price Increase i,t, plus a battery of traditional social and demographic indicators

(e.g., gender, age, education, income) and country-specific fixed effects. Volatility has no

discernible effect (p > 0.24). The same is true if we analyze whether a respondent engaged in

any type of political action as a function of the commodity-related variables.44 The citizens

of countries experiencing greater export commodity price volatility are no less satisfied with

their government and are no more likely to (say they) participate in political protests.

Third, if volatility’s role in civil conflict were the result of public grievances, or if it lowered

the opportunity costs of individuals to take political action against the state, then we should

also observe a correlation in the aggregate between volatility and nonviolent, unorganized

social protests. The SCAD data source offers an excellent platform to test this alternative

hypothesis. Recall that SCAD records thousands of protests, riots, strikes, and other mass

political actions. To make the dependent variable used for Model 6, we selected only those

SCAD events that produced fatalities and involved organized actors. Now we invert that

dependent variable and replicate Model 6, but using only those SCAD events not involving

organized actors or producing fatalities. How does Volatility affect the likelihood of such

events? The answer is unambiguous: it has zero effect (specifically, a coefficient of 0.058 and

SE of 0.268, yielding p = 0.83).

Overall, the picture is clear: there is no evidence to support the alternative interpre-

tation of our findings that suggests volatility is causing conflict because it increases social

grievances or lowers an individual’s opportunity costs for political protest. Our inference that

44Given the coverage of developing countries in this wave of the WVS, these two analyses were able to
include 31 and 26 countries, respectively, including over 35,000 respondents.
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volatility increases uncertainty about future revenues and capabilities, and thereby enhances

commitment problems, is therefore on stronger footing.

6 Discussion and Implications

The literature on the connection between commodities and conflict has produced mixed and

contradictory results, we argue, because it has neglected the key insights of the bargaining

model of war: namely, that mutually observed developments producing shifts in the balance

of power cannot catalyze conflict in the absence of information or commitment problems.

By themselves, dependence on commodity sources of revenue and observed changes in the

prices of those commodities therefore should have no effect on the likelihood of civil conflict.

Rather, what causes conflict is uncertainty about future price changes in those commodities.

Export commodity price volatility means that one of the rival actors may be much better or

worse off in the future, so neither can credibly commit today to not revise its demands in

the future once those changes occur.

Commodity dependence thus can make conflict more likely, but only under those volatile

conditions – which vary greatly across time for any commodity and any country. Accord-

ingly, this theory thus tells us why some commodity dependent countries are more prone

to conflict than others at a given point. It also tells us why some commodities, such as

petroleum, appear to be more important determinants of conflict: because they constitute

particularly large revenue sources, and because, at certain points, their prices have been

especially volatile. There is no durable distinction among commodities, according to our

argument, other than that. Finally, the theory explains the literature’s empirical findings

variously associating commodity price increases with higher, lower, or no risks of civil con-

flict. The explanation lies in volatility. What matters is unpredictability of anticipated price

changes. Observed shocks should have no effect. By conflating retrospective shocks with

future volatility, studies focusing solely on price shocks have generated a bundle of mixed
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findings, which only become consistent when we distinguish the concepts from one another

in theory and measure.

This paper thus contributes by drawing a theoretically important conceptual distinction

and emphasizing the previously neglected connection between the role of commodities and

the field’s dominant, rationalist theory of the sources of armed conflict more generally. The

basic lessons of this framework help clarify the confusion among the variety of seemingly

conflicting theoretical arguments. On that basis, the paper brings to the fore a variable,

export price volatility, that contributes significantly to conflict onset in a way that the field

has not previously recognized.45 It also contributes by providing one of the most comprehen-

sive empirical tests of these connections conducted to date, with more commodities, more

countries, a long time frame, a more disaggregated temporal dimension (months instead of

years), and more disaggregated breakdowns by commodity types in multiple ways. It applies

this empirical framework to explain armed intrastate conflict among organized actors over

the full range of intensity levels (involving from 1 to 1000-plus casualties per episode). And

by drawing on genuinely exogenous world prices, the paper offers a reasonably solid basis

for identifying the causal role of the commodity variables.

We conclude by highlighting a number of limitations and remaining questions. First, we

have offered a story about conflict processes rooted in the bargaining model, i.e., presuming

a (potentially latent) organized opposition group. This perspective is closely matched to

the empirical tests, which use indicators of conflict defined by this criterion specifically.

However, some conflict dynamics have more to do with the behavior of the mass public,

and our theory and evidence do not speak to those dynamics. How might price shocks and

volatility in imports or exports affect a consumer’s or worker’s propensity to lend support to

rebels? The auxiliary evidence presented here, we hope, makes clear that export commodity

price volatility’s effect on conflict onset is not mediated through such processes, but that

does not mean there are no important effects on individuals’ incentives as a separate matter.

45O’Trakoun (2012) is an interesting exception, however.
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Second, like other cross-national quantitative studies on this subject, we do not observe

whether the government or rebels are deriving more income from commodity sales. This fact

has complicated prior studies’ efforts to draw inferences about the impact of directional price

changes, so it has chiefly been addressed in single-country, single-commodity investigations

(e.g., Angrist and Kugler 2008, Dube and Vargas 2013, Nillesen and Verwimp 2009). We do

not resolve that challenge, but our inferences about the impact of price shocks are reasonably

sound because of another limitation – namely, that our data only include licit commodities,

not drugs or illicit product (e.g., “conflict diamonds”) trade conducted through irregular

markets. It is probably fair to say the income from the commodities covered in our empirical

tests chiefly goes to the government (rather than rebels). In any case, our theoretical point

still applies: there is no reason price changes in any revenue commodity should affect conflict

onset. Furthermore, and this is quite important, volatility should have the same impact

regardless of whether rebels or the state capture a commodity’s income, as long as they

do not do so in equal proportion. Future price uncertainty has a monotonic effect on the

incentives for conflict of all actors.

Third, our theory concerns conflict onset, not conflict duration. The very reason why

volatility should affect onset is because conflict is expected to interrupt the flow of commodity

income in the future – this is the logic of preventive war. And indeed Mitchell and Thies

(2012) show that conflict reduces commodity production and income. Therefore it is not

theoretically or empirically clear that volatility should have the same impact on conflict

duration as it does on conflict onset.

Finally, our story is fundamentally about uncertainty about future income. As we have

emphasized, such uncertainty varies across time for any given country; the cross-sectional

differences are to a great extent less important than the longitudinal ones. Either way, if

our argument is correct, a foresighted state may take hedging measures to smooth the future

stream of commodity revenue. The development community has recognized for some time

that commodity price volatility introduces fiscal problems for such states – though it has not
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linked that problem to conflict as this paper does. Economists have generated a considerable

volume of policy analysis and proposals about commodity income hedging strategies (Boren-

sztein, Jeanne and Sandri 2013, Frankel 2011). A few notable programs in the developing

world have even been implemented, such as Chile’s Copper Stabilization Fund (United Na-

tions Development Programme 2011, 71). Similarly, counter-cyclical external aid, whether

military or economic, conceivably could mitigate the adverse consequences of commodity

export price volatility. One such effort, the European Union’s STABEX program of price

supports for agricultural exports of former colonies, has widely been viewed as a failure (Col-

lier et al. 1999). Recent work also highlights that, for aid-reliant states, uncertainty about

aid itself could produce the same effects that commodity price volatility does (Nielsen et al.

2011). Still, our paper suggests an even more important role for counter-cyclical aid, since

such aid, if credibly committed, could conceivably sever the connection between commodity

volatility and conflict.
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Table 1: Descriptive Statistics for Main Analysis Sample (N = 59829)

Variable Mean SD Min Max

Volatility (Forecast) 0.092 0.056 0 1.049
Volatility (Observed) 0.057 0.038 0 0.688
Shock 0.005 0.215 -1.453 1.733
Log Commodity Dependence (Fuel) 0.748 1.244 0 5.741
Log Commodity Dependence (Non-Fuel) 1.858 0.998 0.001 6.378
Log Population 15.526 1.619 11.645 21.019
Log Real Per Capita GDP 7.692 1.258 1.992 11.777
Cold War 0.468 0.499 0 1
Autocracy Score 0.493 0.504 0 2.112
Democracy Score 0.243 0.390 0 1.998
Food Import Price Increase -0.010 0.208 -1.433 1.596
Conflict in Neighbor 0.431 0.495 0 1
Ethnolinguistic Fractionalization 0.487 0.275 0 0.984
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Table 2: Cox Proportional Hazard Models of Civil Conflict: All Developing Countries

Model 1 Model 2 Model 3 Model 4
Unit = Country-Month Volatility Volatility Country 1000
145 Countries (Forecast) (Observed) Fixed Effects Deaths
Years: 1963-2012 (SE) (SE) (SE) (SE)

Volatility (Forecast) 2.455* — 5.799* 4.286*
(1.249) (2.761) (1.749)

Volatility (Observed) — 4.193* — —
(1.676)

Shock 0.247 0.201 -0.671 0.061
(0.348) (0.342) (0.570) (0.621)

Log Commodity Dependence (Fuel) 0.108 0.106 -0.227 0.201
(0.065) (0.065) (0.184) (0.103)

Log Commodity Dependence (Non-Fuel) -0.145 -0.152 -0.088 -0.137
(0.087) (0.087) (0.225) (0.138)

Log Population 0.264** 0.267** 0.072 0.281**
(0.051) (0.051) (0.624) (0.087)

Log Real Per Capita GDP -0.222** -0.222** -0.265 -0.304*
(0.077) (0.077) (0.220) (0.122)

Cold War -0.363* -0.332 0.030 0.376
(0.183) (0.184) (0.517) (0.319)

Autocracy Score -0.417* -0.428* -0.331 -0.553
(0.211) (0.211) (0.443) (0.361)

Democracy Score -1.022* -1.015* -0.374 -1.406
(0.411) (0.413) (0.773) (0.768)

Food Import Price Increase -1.088** -1.027** -0.734 -1.199*
(0.355) (0.357) (0.491) (0.577)

Conflict in Neighbor 0.419** 0.408* 0.595 0.355
(0.161) (0.161) (0.334) (0.274)

Ethnolinguistic Fractionalization 1.176** 1.165** — 0.457
(0.313) (0.313) (0.493)

N 59829 59829 59829 63065
Average Months per Country 412.6 412.6 412.6 434.9
# Peace Spells 308 308 308 191
# Conflict Onsets 186 186 186 61
log likelihood −831.4 −830.4 −134.5 −268.0
χ2 146.9** 148.9** 19.7* 53.2**

2-tailed p < 0.01, **; p < 0.05 *
Annual variables are lagged by one year and monthly variables by one month.

Coefficients, not hazard ratios, are reported above.
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Table 3: Cox Proportional Hazard Models of Civil Conflict: Africa Only

Model 5 Model 6
All Civil Conflicts with Fatalities ACLED SCAD
Unit: Country-Month Data Data

(SE) (SE)

Volatility (Forecast) 2.283** 1.978*
(0.559) (0.770)

Shock 0.138 0.108
(0.188) (0.236)

Log Commodity Dependence (Fuel) -0.013 0.050
(0.034) (0.044)

Log Commodity Dependence (Non-Fuel) -0.043 0.003
(0.044) (0.058)

Log Population 0.341** 0.484**
(0.037) (0.049)

Log Real Per Capita GDP -0.108* -0.124*
(0.046) (0.058)

Autocracy Score 0.169 -0.354*
(0.171) (0.178)

Democracy Score -0.043 0.175
(0.267) (0.307)

Food Import Price Increase 0.099 -0.157
(0.226) (0.271)

Conflict in Neighbor 0.239** 0.403**
(0.087) (0.105)

Ethnolinguistic Fractionalization 0.531** 0.196
(0.176) (0.206)

N 7896 12288
# Countries 42 47
Years 1997-2012 1990-2012
Average Months per Country 188 261.4
# Peace Spells 2632 3813
# Conflict Onsets 2612 3780
Average Spell Duration (Months) 3.03 3.28
log likelihood −2095.5 −1506.1
χ2 141.5** 156.3**

2-tailed p < 0.01, **; p < 0.05 *
Annual variables are lagged by one year and monthly variables by one month.

Coefficients, not hazard ratios, are reported above.
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Data Appendix

Civil Conflict Data

Our list of civil conflict episodes is from version 4-2014 of the UCDP/PRIO Armed Conflict

Dataset (Gleditsch et al. 2002; Themnér and Wallensteen 2014).46 A civil conflict is a

“contested incompatibility that concerns government or territory or both where the use of

armed force between two parties results in at least 25 battle-related deaths” (Gleditsch et

al. 2002, 618-9). Only conflicts between the government of a state and a formally organized

political opposition group are included in the UCDP/PRIO list; spontaneous, disorganized

violence is not counted.

Commodity Data

We compile data on a total of 71 distinct commodities. These include all 68 commodities for

which monthly world prices are reported by the World Bank’s “Pink Sheet,” UNCTAD, or the

International Monetary Fund (IMF).47 As a supplement, we use the monthly average price

of US imports from the world (from the USITC48) for 3 essential commodities (diamonds,

cashews, and cloves) not reported by the principal sources. This is reasonable because,

according to UN COMTRADE data, the US was the world’s first or second top importer

for diamonds and cashews each year, and, for cloves, the annual correlation of the real US

import price with the rest of world import price over the sample years is 0.91. We convert

nominal prices to real prices using the monthly US consumer price index series from the US

Bureau of Labor Statistics (http://www.bls.gov/cpi), and we index each commodity real

price series with its January 1990 price as the benchmark.

Table 4 lists all 71 commodities, along with data source, and the first year in our sample

46http://www.pcr.uu.se/research/ucdp/datasets/ucdp_prio_armed_conflict_dataset/
47http://siteresources.worldbank.org/INTPROSPECTS/Resources/334934-1304428586133/pink_

data_m.xlsx (World Bank); http://unctadstat.unctad.org (UNCTAD); http://www.imf.org/

external/np/res/commod/index.aspx (IMF).
48http://dataweb.usitc.gov.
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for which monthly price series are available. The table also displays summary statistics for

commodity-month-level variables Volatility j,t (as both observed and forecasted) and Shock j,t

(note: these are not country-month-level statistics). From these statistics we see that com-

modities differ over the sample period — some are chronically more volatile than others,

with cloves, diamonds, bananas, oranges, swine, and sugar leading the list. However, nearly

all (except diamonds and cloves) go through periods of virtually zero volatility as well. The

table also shows the share of each commodity in the average country’s total eligible (price-

taking) commodity export portfolio, along with the corresponding share for the country

most dependent on that given commodity. Some commodities, such as phosphate, potash,

cloves, hard logs, rubber, and others, are negligible for the average country but are a leading

commodity export for others nonetheless. Note that price changes for non-petroleum com-

modities are not chiefly a function of petroleum price shocks: using the commodity-month

data, if we regress Shock j,t for all other commodities on that of petroleum, the R2 is just

0.073.
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92 percent of the countries' intervals pass through this line.
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Figure 3: Sample Median, 10th, and 90th Percentile Values of Volatility i,t (Observed) by
Country
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