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Abstract

One of the drivers of housing demand is the rate of new household formation, which has
been well below trend in recent years, leading to persistent weakness in the housing market.
This paper studies the determinants of household formation in the United States, including
demographic and behavioral changes, and how they evolve over the long and short runs. There
are three main findings: First, because older adults tend to live in smaller households, the
aging of the U.S. population over the past 30 years has reduced the average household size,
or equivalently, pushed up the headship rate and household formation. Second, after stripping
out the effects of the aging population, the residual behavioral component of the headship rate
has declined over time, thanks largely to rising housing costs. This shift has reduced household
formation, all else equal. Finally, the short-run dynamics of headship and household formation
reflect the effects of the business cycle. In particular, I find that poor labor market outcomes
have played an important role in depressing the headship rate in recent years. Consequently,
household formation could increase substantially as the labor market recovers and the headship
rate returns to trend.

1 Introduction

In the wake of the housing bust of 2006 and the subsequent recession, the rate of new household

formation in the United States plunged, and it has remained startlingly low since. Between 2006

and 2011, roughly 550,000 new households formed per year, on net, compared with 1.35 million per

year over the previous five years. Indeed, household formation over the last five years appears to

have been far lower than in any other five-year period over the 40 years for which we have annual

data.1

∗I am grateful to Tom Davidoff, Andrew Figura, Jon Millar, Raven Molloy, and Stacey Tevlin for their comments
and suggestions. The views I express herein are not necessarily those of the Board of Governors or its staff. All errors
are my own.
†Board of Governors of the Federal Reserve System. E-mail: andrew.d.paciorek@frb.gov
1The estimates from 2001 onward are based on the “Revised Estimates of the Housing Inventory” from the Census

Bureau’s Housing Vacancy Survey (HVS). Longer-run estimates, which may not be fully comparable, are based on
the standard HVS historical tables. I discuss potential problems with relying on this survey, which is closely related
to the Current Population Survey, in section 3.
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Fewer new households formed has meant less demand for houses, leading to persistently low

house prices and, in turn, a slump in new residential construction. Indeed, although data through

the end of 2012 suggest that new housing starts and permits have begun to recover, they remain far

below their long-run trends. This persistent weakness in the housing market has also contributed to

the slow pace of the overall economic recovery. For example, the direct contribution of residential

investment to annualized GDP growth sometimes reached 1 to 1.5 percent in recoveries prior to

the mid-1980s. During the two years subsequent to the end of the recession in the second quarter

of 2009, the contribution of residential investment to GDP averaged close to zero.

If some of the implications of low household formation are relatively clear, the underlying factors

driving the individual choices that lead to household formation are much less so. Indeed, household

formation involves a complicated series of decisions including, for example, whether to move out

of a parent’s home, whether to live alone or with roommates, and whether to get married to or

form a partnership with another individual. In this paper, I analyze these choices and relate each

to economic fundamentals, including the labor market, the cost of housing, and credit constraints.

Although a variety of labor and demographic studies are loosely related to to this paper, there

has been relatively little academic work on household formation as such. Haurin, Hendershott and

Kim (1993) and Ermisch (1999) find that high rental costs retard household formation in the U.S.

and U.K., respectively, and Haurin and Rosenthal (2007) find that lower headship rates also tend

to reduce homeownership rates. Meanwhile, Kaplan (2012) shows that the option to move in with

parents serves as insurance against labor market risk, while Dyrda, Kaplan and Rios-Rull (2012)

study the implications of such movements for aggregate labor supply. In contrast with most earlier

work, my goal here is to provide a unified treatment of the determinants of household formation.

To understand these determinants, it is useful to examine the “headship rate”, defined as the

ratio of the number of household heads to the size of the adult population.2

HSt =
Ht

Pt
(1)

2I follow the Census Bureau in defining a household as all individuals occupying a given housing unit, regardless
of family structure. The Census Bureau defines a housing unit as “a house, an apartment, a mobile home, a group
of rooms, or a single room that is occupied (or if vacant, is intended for occupancy) as separate living quarters.”
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The aggregate headship rate, which is the reciprocal of the average number of people per household,

determines the number of units needed to house a population of a given size.3 By taking logarithms

and differencing equation 1, we can see that the (approximate) percentage change in the number

of households is simply the sum of the (approximate) percentage changes in the adult population

and the headship rate.

∆ logHt = ∆ logPt + ∆ logHSt (2)

Figure 1 shows the 5-year percentage changes in the adult population and the headship rate.

Although population growth has been by far the more important driver of household formation

over the long run, most of the short-run variation in the growth rate of the number of households

has come from shifts in the headship rate, particularly over the last decade. Consequently, this

paper focuses on the determinants of the headship rate rather than immigration, fertility, or other

factors affecting population growth.

I study these determinants in several steps. Since headship rates rise steadily over most of the

life cycle, I first isolate and strip out the effect of the aging population, which has been pushing

up the headship rate—or, equivalently, pushing down the average household size—since at least

the 1970s. The residual behavioral component of the headship rate has actually drifted down over

time, although it has fluctuated substantially at shorter frequencies.

Using multinomial logit models and decomposition techniques, I show that the trends in be-

havior over the period between 1980 and 2000 reflect rising housing costs, only partially offset by

rising real incomes. I also show that the sharp decline in the headship rate from 2006 to 2010 is

due in part to the rise in unemployment, confirming the intuition that the business cycle is helping

to drive the shorter-run fluctuations in the data. I also find a small role for credit constraints in

affecting household formation.4

Applying these insights, I estimate a fairly simple econometric model of the headship rate

3Although the average household size is probably a more intuitive concept, the theory and empirical work in this
paper is much easier to cast in terms of the headship rate.

4As discussed further below, the credit results rely on imputing foreclosure records and credit scores from one data
set to another, so these results may be less reliable than others in the paper. Bhutta (2013) finds that tighter credit
has substantially reduced first-time homebuying, although his result could accord with mine if many individuals
turned to renting, rather than failing to form households in the first place.
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and then project it forward using the Congressional Budget Office’s forecast of the unemployment

rate through the end of the decade. Combined with ongoing population growth, this projection

suggests that household formation could step up markedly as the labor market recovers. Indeed,

as the headship rate returns to trend, the model predicts that household formation will rise to

1.6 million per year, substantially higher than its long-run average. While there are good reasons,

detailed in section 7, not to take this precise figure too seriously, housing demand should receive

substantial impetus from recovering household formation in the next several years.5

2 A Model of Headship

Although the aggregate headship rate—the ratio of households to people—is a simple concept, ex-

amining individual choices that affect the headship rate requires careful accounting. In particular,

it is not always obvious whom to label as the “head” of a household, either theoretically or empir-

ically. This section sets out a relatively simple dynamic model of headship that provides structure

for the empirical work to follow.

Consider an adult in period t with a set of characteristics (θt), such as age, sex, and educational

attainment. Provided she is neither out of the labor force (nt) nor unemployed (ut), she earns

her wage offer w (θt). She makes a choice ht among a set of four discrete living states: Living

with family members, such as her parents; living alone; living with a spouse or domestic partner;

or living with non-relative roommates. Each state involves different utility benefits µ (ht; θt) and

housing costs r (ht). The chosen state may also involve a transfer payment φ (ht; θt) from other

members of the household to compensate her for home production that benefits them, particularly

if she does not work outside the home.

Her decision problem each year is

V (ht−1) = max
ht

{ν ((1− nt) (1− ut)w (θt) + λ (ht; θt)− r (ht)) + µ (ht; θt)− ρ (ht, ht−1) + βV (ht)}

(3)

5The pitfalls of projecting housing demand are well known. For example, Mankiw and Weil (1989) argued—with
appropriate caveats—that generational dynamics would cause house prices in the subsequent two decades to “fall to
levels lower than observed at any time in recent history.”
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where ν (·) is an increasing and concave function and ρ (ht, ht−1) is the cost of switching states,

with ρ (ht, ht) = 0. This formulation of the choice problem emphasizes the trade-off between the

utility and housing cost implications of a particular state, conditional on realized labor income.

The wage offer and utility of a state may vary with demographics, which is why changes in the

demographic profile of the population can affect the headship rate, even holding choices constant

for a given θt.

There are several other aspects of the model worth noting. First, it ignores the actual choice of

where to live. Once a state is chosen, all housing units are identical, and individuals are indifferent

between owning and renting. In a more complete model that explicitly considers the home ownership

decision, an individual’s credit score or foreclosure history may be relevant for headship decisions.

I examine this possibility in the empirics.

Second, the choice of whether to enter the labor market is exogenous, and there is no search and

matching process for finding a partner. In this model, an individual can immediately—though not

necessarily costlessly—find a spouse or partner whose preferences regarding labor outside the home

complement her own. For example, if she prefers to work and have a partner who concentrates

on home production, she can always find one who is willing to do so in exchange for a transfer

payment.

Finally, for completeness the model includes a cost of switching household states, which implies

that the choice of a state today will be affected by the choice made yesterday. Rational individuals

will thus take expected future conditions into account today. Since the data I use in this paper are

cross-sectional, I do not allow for dynamics in the empirical work below, but the dynamic aspects

of headship choice are deserving of further research.6

Mapping the decision problem in equation 3 into a headship rate requires specifying how each

living state “contributes” to headship. Let C (ht; θt) −→ [0, 1] be a function that maps states, con-

ditional on characteristics, onto contributions. Since the point is to relate people to a household,

which by definition occupies one housing unit, the function is subject to the constraint that the con-

tributions of all individuals in a household must sum to 1. For example, if each member of a married

6Painter (2010) uses the Panel Study of Income Dynamics to look at transitions between household states.
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couple counts as half a head, then C (spouse/partner) = 1
2 , regardless of characteristics. Alterna-

tively, if heterosexual married men always count as the household head, as was the case in Census

data prior to 1980, then C (spouse/partner; male) = 1 and C (spouse/partner; female) = 0.

The particular choice of C (ht; θt) may depend on the data available or the empirical methodol-

ogy chosen; I discuss several alternatives in the empirical section below. The key point is that once

a mapping is defined, we can calculate headship rates for different segments of the population. For

example, we can define a headship rate for people of age a by

HSa,t =
Ha,t

Pa,t
=
∑

i;ai=a

C (hi,t; θi,t)

i

where i denotes individuals and a ages.

3 Data

I draw on cross-sectional microdata from three sources: the Current Population Survey (CPS),

the American Community Survey (ACS), and the decennial censuses. I use the Annual Social and

Economic Supplement to the CPS, frequently referred to as the March CPS, to construct annual

headship rates from 1980 through 2012.7 While the sample consists of less than 100,000 people,

substantially fewer than the American Community Survey (ACS) or the decennial censuses, the

CPS does ask the relevant questions about within-household relationships that I need to construct

various headship measures. It also has the advantage of being available annually over a relatively

long time span.

The second source of data is the ACS, an annual 1 percent sample of the U.S. population—

approximately 3 million people—that includes detailed information on a variety of characteristics,

including demographics, income, and employment status. Unlike the CPS, the ACS has a large

enough sample to draw reliable inferences about patterns at the metropolitan level. Although

versions of the ACS IPUMS8 are available from 2000 onwards, the survey was not fully implemented

7The CPS is the basis for the well-known Housing Vacancy Survey (HVS), which revisits units identified as vacant
in the CPS. Consequently, estimates of vacancies and the number of households derived from these two surveys are
roughly the same.

8Integrated Public Use Microdata Series (Ruggles, Alexander, Genadek, Goeken, Schroeder and Sobek 2010).
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until 2006.9 Consequently, I use the 2006 and 2010 waves of the ACS to estimate headship models

that shed light on the aftermath of the housing bust. Finally, to compare large samples over a

longer time horizon, I use the 5 percent microdata samples from the 1980 and 2000 censuses.10

Although these surveys all have large samples and detailed publicly available microdata, they

also provide strikingly different estimates of the headship rate. Figure 2 plots the aggregate headship

rates from each sample, with the CPS represented by a solid line, the ACS by a dashed line, and

the Census by solid circles. The CPS headship rate is markedly higher than both the Census and

the ACS, which in principle could reflect the fact that the CPS excludes people in institutions,

such as prisons or nursing homes, while the Census and ACS includes them. In practice, however,

I have been unable to reconcile the estimates regardless of how the institutionalized population is

counted. Regardless, the difference between the ACS and the Census in 2010, which is also sizable,

cannot result from differences along this dimension.11

Importantly for my purposes, however, the trends in all of these series are broadly similar. For

example, both census and CPS data show an increase in the headship rate from 1990 to 2000,

followed by a decline back to roughly the 1990 level by 2010. The ACS, meanwhile, shows a

relatively similar decline to the CPS in the latter half of the 2000s. Consequently, I draw on each

data set for a different part of my analysis, while acknowledging concerns about their comparability.

Specifically, I use the CPS to decompose annual movements in the headship rate from 1980 to the

present. I use the microdata from the 1980 and 2000 censuses to compare longer run differences in

behavior that affects headship and household formation. Finally, I use the 2006 and 2010 waves of

9The 2005 ACS, while a full 1 percent sample, did not contain information on the population in group quarters,
such as prisons or college dormitories. While I drop the group quarters population from my data anyway, since by
definition they do not live in households, the 2005 sample is not comparable to later samples because of differences in
the available population weights. In the 2005 data, individuals in households with similar demographic characteristics
as those in group quarters receive larger weights in order to match the overall population estimates. The difference
in weights throws off even non-group quarters comparisons with later years in ways that may not be obvious to
researchers. For example, some of the results in Painter (2010) rely on comparisons between the 2005 and 2008 waves
of the ACS.

10The Census Bureau has not released microdata from the 2010 Census. Even if these data become available, they
will be of limited use, since the replacement of the old long-form questionnaires with the ACS has sharply reduced
the amount of useful information in the Census itself.

11The gaps between these measures implicitly reflect differences in vacancy rates. For given population and housing
stock counts, a higher headship rate implies more households and fewer vacant units. The Census Bureau has re-
searchers working to explain differences in vacancy rates across their various surveys, but they have not yet determined
the reason for these differences (Cresce 2012).
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the ACS microdata to examine the most recent decline in headship and household formation.12

3.1 Credit

One possible explanation for these declines is that borrowers have had less access to credit since the

housing bust, both because banks are less willing to lend for a given set of borrower characteristics

and because many borrowers now have foreclosures on their records. This suggests incorporating

credit-related variables into the 2006-2010 comparison.

Importantly, the ACS lacks any information on credit-worthiness, other than income. In order

to examine the effect of credit-related constraints on headship decisions, I use information from

the FRBNY/Equifax consumer credit panel, which is a 5 percent random sample of credit-related

information from all individuals with credit records and Social Security numbers.13 I focus in

particular on individuals’ credit scores and the presence of a foreclosure on their credit report.14

While the Equifax sample lacks any demographic information other than age, it does contain

detailed geographic identifiers that make it possible to indirectly impute credit scores to individuals

in the ACS.

This imputation is a two-step process. I first link individuals in the 2006 and 2010 waves of

the credit panel to aggregate block and block-group level data from the 2000 Census. Within each

year and public use microdata area (PUMA), I regress credit scores, foreclosure, and default on a

nonlinear function of age and, given the demographics in the 2000 Census, the probabilities that

an individual is of a given race, is of Hispanic origin, or has a given level of educational attainment.

I then impute a credit score and probability of a prior foreclosure to each individual in the IPUMS

using the resulting PUMA-level coefficients.15 Variation in imputed credit information thus comes

from geography—the PUMA of the individual—crossed with his or her demographic characteristics

and education.

12Although the microdata from the 2011 ACS are available and are included in figure 2, I prefer the 2006-2010
comparison because a recovery in housing activity and prices appears to have begun in late 2011, and I want to focus
on the low point of the cycle. In any case, the 2006-2011 results are quite similar.

13All personally identifiable information in the panel is stripped by Equifax. The data are not available in 1980,
so I cannot incorporate them into the longer run analysis in section 5.

14The data contain Equifax Risk Scores, which are broadly similar to FICO scores.
15A PUMA is the smallest geographic area that is identifiable in the IPUMS.
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Imputing credit in this way loses any idiosyncratic individual-level variation. This could be

problematic if the effect of credit differs across the predictable and idiosyncratic components. Given

the lack of large representative data sets with employment, income, and credit information, however,

it is an improvement over existing work. In addition, the imputation process meets the criteria for

the credit variables to serve as generated regressors (Wooldridge 2002, p. 115), which means that—

unlike when variables are measured with error—simple estimators remain consistent, although

standard errors must be adjusted to account for the multi-stage estimation process.

4 The Role of Aging

Using the notation introduced in section 2, the aggregate headship rate in year t can be decomposed

into a weighted sum of headship rates by age, where the weights are the fraction of the population

at each age a.16

HSt =
∑
a

[
HSa,t ×

Pa,t

Pt

]
(4)

Over the life cycle, headship rates rise rapidly from less than 20 percent at age 18 to about 50

percent at age 30, then increase more gradually, as shown in figure 3. The substantial range of

these estimates points to an important role for the age composition of the population: All else

equal, an older population will demand more housing units, since older people tend to live in

smaller households.

We can examine the effect of aging on the aggregate headship rate by defining a new aggregate

that holds the headship rate for each age constant at its average value over time, while allowing

the age profile of the population to vary.

HSD
t =

∑
a

[
HSa ×

Pa,t

Pt

]
(5)

Conversely, we can strip out the effects of aging and look at the underlying behavioral changes by

16I focus on age in this section because stripping out other demographic characteristics, such as race and ethnicity,
produces very similar results.
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holding the age profile constant but allowing the headship rates for each age to change.17

HSB
t =

∑
a

[
HSa,t ×

Pa

P

]
(6)

Since the two components of the headship rate depend on age-specific headship rates, calculating

them requires me to specify C (ht; θt), the contribution of each living state to headship, conditional

on characteristics. For the purposes of this paper, I assume

C(family) = 0

C(alone) = 1

C(spouse/partner) =
1

2

C(roommate) =
1

nr

where nr is the number of unrelated adults living together. That is, adults living in the house of

a family member other than a spouse contribute nothing to headship; adults living alone are full

heads, by default; spouses each count as half a head; and roommates each contribute equally.18

Importantly, the results are very similar under different choices of C (ht; θt), such as simply assigning

headship to the survey respondent in all cases or assigning headship to the person with the highest

income in the household.

The dotted line in figure 4 shows HSD
t , what the aggregate headship rate would have been in

each year if the headship rate at each age had remained constant at its average level over time while

only the age distribution of the population had changed. The upward trend of this line indicates

that the aging of the U.S. population has pushed up the headship rate substantially, or reduced the

17One alternative to my approach would be to regress the headship rate on dummies for age, cohort, and year
(Hall 1971, Deaton 1997). Since the three sets of dummies are collinear if unrestricted, a normalization is required
in order to separately identify them. For example, Deaton (1997) attributes any time trend to the age and cohort
effects, leaving the year effects to capture any variation around the trend. I instead separate out age effects but leaves
the year and cohort effects commingled in the “behavioral” component. My approach does not require me to choose
a normalization and is more compatible with the forecasting exercise described in section 7.

18I drop all individuals younger than 18 from my calculations. I consider the person responding to the survey to
be the default head; family members other than his or her spouse contribute nothing. For example, if a married
couple is living with the parents of one spouse, and one of the parents is the first person on the survey form, then
each parent counts as half a head, and the younger couple contributes nothing.
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average household size. Census population projections, used to extrapolate the aging effect into

the future, imply that it will continue to do so at least through 2020. This demographic “push”

explains why the aggregate headship rate—the solid line—has risen, on net, since the mid-1970s.

After stripping out this the effects of aging, the behavioral component HSB
t —the dashed line—

appears to have declined over time. This decline suggests that there have been secular shifts in the

decisions of individuals within each age group that have increased the average household size. I

examine the drivers of these secular shifts in the next section. Meanwhile, the behavioral component

also shows sharp declines in the early 1980s, early 1990s, and late 2000s. These declines and the

subsequent recoveries suggest a role for the business cycle, which I explore in sections 6 and 7.

5 Behavioral Trends in the Long Run

To examine changes in individual behavior that affected the overall headship rate, I use decennial

census microdata from 1980 and 2000. Table 1 contains the mean values of various attributes,

broken out by year. The table indicates that the fractions of individuals who reported being un-

employed or out of the labor force were similar in 1980 and 2000.19 The average real income was

substantially higher in 2000, but so was the average rent, which I calculate for each metropolitan

statistical area and impute to each household. In addition, both the education level and demo-

graphics of the population changed substantially: The fraction with a college education rose from

16 to 25 percent, while the fraction Hispanic nearly doubled and the average age increased by two

years.20

To get a sense of how the characteristics in table 1 affect choices among the four living states I

defined in section 2—with family, alone, with a spouse or partner, with a roommate—I estimate a

multinomial logit model, pooling the observations from 1980 and 2000. This model can be thought

of as a reduced-form implementation of the theoretical model in section 2, with the most important

19Note that mean unemployment as defined here differs significantly from the published unemployment rate from
the Bureau of Labor Statistics, for two reasons: First, the figures in table 1 use the entire adult population as the
denominator, rather than just the number of individuals in the labor force. Second, differences in how questions
about employment status are asked in the CPS and Census lead to different responses. See the discussion at http:

//www.census.gov/prod/2003pubs/c2kbr-18.pdf.
20The decennial census microdata do not distinguish actual college graduates from individuals with four or more

years of a college education; the numbers reported in this section reflect the latter.
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limitation being the lack of any dynamics, since the cross-sectional nature of the data do not allow

for them.

The model includes log income, log MSA rent, and a series of indicator variables for unemploy-

ment, labor force participation, high school or college attendance, educational attainment, race,

Hispanic origin, and sex.21 In addition, since some individuals report having very low, zero, or even

negative incomes despite being neither unemployed nor out of the labor force, I define an additional

indicator variable for incomes of less than $1,000.22 In order to flexibly control for the effects of

the shifting age distribution over this period, I include B-splines for age and, because behavior

among women at different ages shifted differentially relative to men, interact the splines with the

female dummy. Finally, to control as best as possible for unobserved metropolitan characteristics,

I include a full set of metropolitan fixed effects.

The marginal effects of the multinomial logit model, calculated at the covariate means, are

shown in table 2.23 Each column represents one of the four possible living states, and each row one

of the covariates. For example, all else equal, being unemployed raises the probability of living with

family by about 4.5 percentage points, raises the probability of living alone by about 2 percentage

points, and raises the probability of living with roommates by more than 3 percentage points.

Since the probabilities in each row must sum to zero, being unemployed also necessarily reduces

the probability of living with a spouse or partner by 10 percentage points.24

The estimated effects of the other covariates indicate that better education and better economic

outcomes make individuals less likely to live with family or with roommates and more likely to live

with a spouse or partner or to live alone. The only major exception to this broad pattern is that

being out of the labor force is positively associated with being married, which is not surprising since

one spouse may drop out of the labor force to concentrate on home production, such as raising

children. The implications of the remaining covariate, rent, are also striking: A 20 percent increase

21The rent data are simply MSA-level averages taken from the 1980 and 2000 censuses.
22I also set the log income variable equal to zero for individuals who are unemployed, out of the labor force, or have

low incomes by this definition. The coefficient on log income thus captures only changes to income on the intensive
margin.

23The average marginal effects are qualitatively similar.
24Because the 1980 Census did not distinguish unmarried partners from roommates, the spouse or partner variable

only includes spouses in that year, while the roommate variable includes unmarried partners.
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in the average rent of an individual’s MSA of residence, which corresponds to about one standard

deviation of the log rent distribution, implies an increase in the probability of living with family of

about 2 percentage points and a decrease in the probability of living with a spouse or partner of

about 3.5 percentage points.25

The relationship between economic outcomes and living state, and thus headship, appears to be

even stronger among the young. For example, table 3 shows that among adults between the ages

of 18 and 30, being unemployed increases the probability of living with family by a full 9 percent,

more than twice as high as in the population as a whole. The effects of higher MSA rents are also

stronger. A 20 percent increase in rent raises the probability of living with family by about 3.5

percent and lowers the probability of being married or living with a partner by a slightly smaller

amount.

These results indicate that a poor labor market or higher housing costs can depress headship

and housing demand. We can examine the magnitude of the potential effects by using a nonlinear

analogue to the standard Blinder-Oaxaca decomposition.26 The decomposition divides the change

in an average outcome j from time t to time t′—for example, the probability that an individual i

lives alone—into two components,

Pr
(
h = j|Xi,t′

)
− Pr (h = j|Xi,t)

= Fj

(
Xi,t′ , β

)
− Fj (Xi,t, β) + U

=
(
Xi,t′ −Xi,t

)′
fj

(
1

2
Xi,t +

1

2
Xi,t′ , β

)
+ U +N

(7)

where a bar indicates an average over individuals, Fj (X,β) is the response probability from a

multinomial logit model for outcome j given covariates X and coefficients β. Finally,
(
Xi,t′ −Xi,t

)
is a vector of the change in the average covariates, and fj (X,β) is a vector of the marginal effects

of Fj .
27

25I use tenants’ rent as my measure of housing costs throughout this paper, under the assumption that it also
captures movements in the implicit rent of owner-occupied housing. While this assumption may not be entirely
palatable, calculating implicit rent requires making strong and potentially misleading assumptions about unobservable
factors like the risk premium or expected capital gain (Himmelberg, Mayer and Sinai 2005).

26Variants of this decomposition have been used in a host of labor market studies, beginning with Blinder (1973)
and Oaxaca (1973).

27For the formulas, see, e.g., Wooldridge (2002, p. 497).
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In the second line, the difference between the two terms containing Fj is the portion of the

difference in probabilities that can be explained by the model, while U is the unexplained portion

that arises from estimating β on the pooled sample from t and t′.28 The third line comes from

taking a first-order Taylor approximation of both Fj terms around the average covariate across both

years, with N denoting the approximation error. We can then further decompose the linearized

“explained” part of the probability difference into portions attributable to each covariate, simply

by expanding the inner product in the third line, as follows:

(
Xi,t′ −Xi,t

)′
fj

(
1

2
Xi,t +

1

2
Xi,t′ , β

)
=
∑
k

(
Xk

i,t′ −Xk
i,t

)
fkj

(
1

2
Xi,t +

1

2
Xi,t′ , β

)
(8)

This decomposition approach is similar to the one described in Yun (2004) for binary dependent

variables. However, Yun (2004) creates weights by dividing each
(
Xk

i,t′ −Xk
i,t

)
fkj
(
1
2Xi,t + 1

2Xi,t′ , β
)

by the sum across all covariates,
∑

k

(
Xk

i,t′ −Xk
i,t

)
fkj
(
1
2Xi,t + 1

2Xi,t′ , β
)
. He then calculates the

contribution of each variable as its weight multiplied by the change in model-implied probabilities,

Fj

(
Xi,t′ , β

)
− Fj (Xi,t, β). In essence, he forces the contributions to sum to the total by parceling

out the approximation error (N) to each covariate according to its weight. This approach is

substantially less attractive in a multinomial setting, because applying such a weighting scheme

to each outcome yields contributions that do not sum to zero for each covariate. Consequently, I

prefer the approach in equation 8, which preserves this property but requires the approximation

error to be accounted for separately.

The decomposition results for 1980 and 2000 are shown in table 4. The top two rows show

the percentages of individuals who were in each living state in each year. During this period, the

aggregate headship rate rose from roughly 49.5 to 50.5 percent, as shown in figure 2. The third line

of the table, which shows the difference between the 1980 and 2000 percentages, demonstrates why:

Adults became less likely to live with a spouse or partner or with roommates and correspondingly

more likely to live alone. Under the assumptions about contributions to headship described in

28Some authors estimate separate models for each year, yielding βt and βt′ , and use these estimates to calculate
the contributions from changes in the coefficients, as well as changes in the X’s, or “endowments”. In this context,
I am primarily interested in the effects of changes in the X’s, so to keep things simple I pool the data to estimate β
and label the residual as the unexplained component.
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section 4 above, living with a spouse or partner or with a roommate contributes about 0.5 to

headship.29 Consequently, a total reduction in these categories of about 2 percentage points and a

corresponding increase in living alone implies the total increase in headship of about 1 percentage

point that we observe in the data.

The line labeled “Total Explained” indicates the amount of each difference implied by the esti-

mated effects from the multinomial logit model—table 2—and the changes in the covariate averages

from 1980 to 2000, while the “Unexplained” line expresses the residual. This residual comprises

changes in relevant covariates not included in the model as well as changes in the coefficients on

those covariates between 1980 and 2000, since I pool the observations when I estimate the logit

model. As the table shows, the changes in observables can explain most of the increase in the per-

centage living alone and the decrease in the percentage living with roommates. The model explains

substantially less of the change in the percentage living with a spouse or partner, and it implies

a modest decrease in the fraction living with family members, even though the actual change was

close to zero.

The remaining lines of the table break down the “Total Explained” line into the contributions

of each covariate and an approximation error that arises from using linear Taylor approximations

to a nonlinear function.30 The contributions of unemployment, labor force participation, and

individuals reporting zero income are all quite small, meaning that differences in the state of the

business cycle were relatively unimportant in explaining the change in the headship rate between

1980 and 2000. Instead, the difference seems to be explained by the other categories, including

the sum of the demographic effects, log income, log rent, and the sum of the education effects.

Higher real income, better education, and changing demographics—especially the aging of the

population—pushed down the fraction of individuals living with family and pushed up the fraction

living with spouses or partners.

All of these effects imply higher headship rates, on net. In contrast, the increase in real rent

of more than $1,500 per year—see again table 1—worked in the opposite direction, suppressing

29Most people living with roommates live with just one.
30I have suppressed the standard errors here because they are in all cases very small relative to the contributions,

which is not surprising given the large sample sizes involved.

15



headship by lowering marriage and partnership rates, while simultaneously raising the fraction

living with family members. These results suggest that the housing stock in desirable areas was

not sufficiently elastic to accommodate all of the new households that would have resulted if real

rents had remained flat (Glaeser, Gyourko and Saks 2005, Quigley and Raphael 2005). Instead,

rent (and house prices) had to rise to equilibrate the housing market.

Although the model can explain some of the changes in behavior over this period, it fails to

explain others. In particular, the model accounts for only about a fifth of the change in fraction

living with a spouse or partner, even though the decline of 1.13 percentage points shown in the table

understates the true change, because the 1980 data only count spouses and not partners. This result

suggests that other changes in behavior, such as changes in preferences or other relevant covariates

not included in the model, must have played an important role in holding down the behavioral

component of the headship rate during this period.

6 Short-Run Dynamics

I now turn to examining changes in headship-related behavior between 2006 and 2010, a period in

which the aggregate headship rate fell by more than half a percentage point, driven by a decline

in the behavioral component. As shown in figure 4, the sharpest declines in both of these series

occurred between 2008 and 2010, after the housing market had begun to collapse but roughly

concurrent with the largest increases in unemployment.

Table 5 shows average attributes in the ACS over the two years. The fraction of the population

that was unemployed increased by about 75 percent between 2006 and 2010, while the average

real income fell. Meanwhile, the fraction of individuals with a foreclosure on their credit score,

as imputed by the procedure described in section 3, more than doubled. Surprisingly, however,

the average credit score actually increased slightly over this period, despite the foreclosures and

other adverse credit events in the wake of the financial crisis.31 Finally, although house prices fell

substantially during this period, the average MSA-level real rent increased, likely because rental

units offered an alternative to former owner-occupants.

31This puzzling pattern has also been observed in FICO scores (Andriotis 2012).
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To focus on how these attributes affect headship choices, I estimate a multinomial logit model

that parallels the one in the previous section. The marginal effects, shown in table 6, largely match

my priors and are qualitatively similar to the results in section 5.32 For example, being unemployed

implies a 7 percentage point higher probability of living with adult family members and an even

larger decline in the probability of living with a spouse or partner. Similarly, individuals with lower

incomes are more likely to live with family or with roommates and less likely to live with a spouse

or partner.

As in the long-run results, higher rent in the individual’s metropolitan area has a large effect on

headship, with 20 percent higher rents—about one standard deviation—implying that individuals

are about 3 percentage points more likely to live at home. They are about 2 percentage points

each less likely to live alone or with with a spouse, and about 1 percentage point more likely to live

with roommates. Meanwhile, the probability of being married rises and the probability of living

with family falls with educational attainment, while high school or college attendance increases the

probability of living with family.

The results in table 6 also suggest that credit availability affects headship. A one standard

deviation increase in credit score raises the probability of living with a spouse by about 2 percentage

point and reduces the probability of living alone by the same amount. In addition, a foreclosure

raises the probability of living with family by 9 percentage points, thanks to reductions in living

alone and with roommates.

While these credit results seem reasonably intuitive, the estimates for young adults reported in

table 7 sow some doubt. As in the long-run results, most of the covariates, including unemployment

and rent, have more impact on adults aged 30 or younger. The foreclosure effects, however, are

both massive and seemingly at odds with the results for the whole population. Taken at face value,

they indicate that a foreclosure increases the probability that a young adult lives with a spouse or

partner by about 65 percentage points and decreases the probability he lives with family by more

32Some of the differences in the estimated marginal effects between tables 6 and 2 arise from the the different
average covariate values at which the marginal effects are evaluated. The standard errors reported in table 6 do
not account for the imputation of the credit score and foreclosure variables. When I bootstrap the imputation and
estimation, I get standard errors that are uniformly smaller than the usual standard errors, so I report the latter to
be conservative.
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than 50 percentage points. This is almost certainly not a causal effect. Rather, individuals whom I

impute to have a high likelihood of foreclosure also have a high probability of being married and a

low probability of living with their families, simply because it is not possible to have a foreclosure

on one’s credit report unless one has owned a home. This line of reasoning suggests that all of the

credit results should be viewed with some suspicion.

The decomposition of the living state probabilities shown in table 8 allows us to examine the

implications of these estimates for the headship rate. The top two rows show the percentages of

individuals who were in each living state in 2006 and 2010. The differences, shown in the third

line, indicate that the decline in headship of about 0.8 percentage points during this period can

be largely attributed to an increase in the fraction of individuals living with family. There was a

roughly corresponding decrease in the fraction living with a spouse or partner.

The “Total Explained” and “Unexplained” lines indicate that the parameter estimates from

the model and the change in covariates can explain roughly half of the change in each living state.

Because the mean covariate values changed relatively little during this period, the approximation

errors shown in the table are small. The most important covariates appear to be unemployment

and metropolitan rent, which account for much of the explained portion of the changes in living

with family and living with a spouse or partner. The rise in foreclosures also helps to explain the

decline in headship, by accounting for a small boost to living with family and a corresponding

decline in living alone.33

The effects of unemployment, higher rent, and foreclosure more than outweighed the higher

headship that would have resulted from demographic change and better educational attainment.

Interestingly, I find relatively small effects of school attendance. This result holds even in a de-

composition of the decisions of young adults alone (not shown), suggesting that large numbers of

young adults are not foregoing forming households in order to attend college or graduate school.

33The contributions of credit score are very small, which is not surprising given that the average credit score
changed little during this period.
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7 Projecting Household Formation

Given that unemployment seems to have depressed the headship rate in recent years, it is interesting

to consider the possible paths of headship and household formation going forward, as the economy

continues to recover. In this section, I use the insights from the microdata to construct a relatively

simple econometric model of the headship rate and use the model to project headship given the

baseline labor market projection from the Congressional Budget Office. I first estimate a panel

regression of headship rates, pooling across ages (a) and years (t), on a linear time trend and the

lagged unemployment gap (Ut−1).
34 The trend captures the sort of long-run behavioral changes

discussed in section 5, while the unemployment gap proxies for a variety of cyclical labor market

conditions.35

As discussed above, a careful inspection of the data suggests that both the trend and cyclical

pattern differ over the life cycle. In particular, unemployment has a stronger effect on headship

among younger adults than among prime-age adults. Consequently, I allow the coefficients on the

unemployment gap and the trend to vary by age group, g (a), with the groups defined as 30 or

younger and 31 or higher:

HSa,t = αa + βUg(a)Ut−1 + βTg(a)t+ εa,t (9)

Note that modeling the headship rate at each age implicitly strips out the effects of the aging

population on the aggregate headship rate, so the coefficients only capture the behavioral effects

discussed above.36

Table 9 shows the estimated parameter values from equation 9.37 As suggested by the results

34The unemployment gap equals the unemployment rate less an estimate of the “natural rate” or equilibrium
unemployment rate. I take both the projections of the unemployment rate and the past and future estimates of the
natural rate from the Congressional Budget Office’s latest Budget and Economic Outlook.

35The estimates above indicate that rising real rent played an important role in pushing down the headship rate,
both over the long and short runs. However, I have been unable to find a statistically or economically meaningful time
series correlation between headship and aggregate rent measures, such as the rent of primary residence or owners’
equivalent rent series from the Consumer Price Index. It is likely that the trend will pick up at least some of the
effect of rising rent.

36The results are robust to reasonable alternative specifications of the age groups, such as including a third group
for post-retirement age adults.

37The model also includes a full set of age dummies in order to finely control for differences in the level of the
headship rate over the life cycle, but I omit the results from the table to maintain clarity. For the same reason, I avoid
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above, young adults are quite sensitive to the business cycle, with each percentage point rise in

the (aggregate) unemployment gap depressing the headship rate by 0.36 percentage points, relative

to trend. By contrast, the headship rate of adults more than 30 years old drops by only 0.08

percentage points. The downward trend in headship has also been much stronger among younger

adults.

These estimates, combined with the Census Bureau’s population projections from 2012, allow

me to predict the headship rate through 2020. I first calculate the fitted values of the headship

rate at each age, given the time trend and the predicted unemployment gap from the CBO. I then

aggregate the age-specific fitted headship rates using the Census Bureaus projected population

shares as weights, which reintroduces the effects of the aging population.

The headship projection depends crucially on the unemployment gap, which, as shown in figure

5, rose to about 4 percentage points in 2010 before declining over the last two years. Despite

this decline, the CBO projects that the gap will remain elevated through 2014 before falling back

to roughly zero in 2017. Figure 6 plots the aggregate headship rate, the predicted headship rate

given the unemployment gap projection, and the predicted headship rate when the unemployment

gap is set to zero over the whole horizon. The model fits the data reasonably well, and it clearly

demonstrates the important role of the unemployment gap in depressing household formation.

Indeed, if the unemployment gap had been zero in 2011—the dotted line—the model predicts that

the headship rate would have been more than half a percentage point higher, which translates to

an additional 1.5 million households.

The other notable feature of the chart is that, while the headship rate remains below trend for

some time, the model implies that it should rise fairly rapidly. This projected recovery follows the

small increases in the headship rate realized over the past two years, a feature of the data that the

model fits rather nicely. The increase reflects the aging of the population and the (slow) projected

decline in the unemployment gap. As the “headship gap” closes, the model implies that household

formation should rise above its trend pace, as younger adults begin to move out of their parents’

homes, for example.

fully separating the equation for each age—in other words, giving each age a its own βU
a and βT

a . The projection
results are much the same if I do so.
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Given the predicted headship rate, the predicted pace of household formation depends on ag-

gregate population growth. Between the 2000 and 2010 Censuses, the adult U.S. population grew

by about 25 million, or 2.5 million per year. The Census Bureau projects that average population

growth from 2012 through 2020 will be somewhat slower, about 2.2 million per year. Even if the

headship rate were to remain flat at its 2012 level of about 51.5 percent, we would thus expect new

household formation of 1.1 to 1.2 million per year, substantially higher than in recent years.38 If

the headship rate follows the model projection from figure 6, household formation will be faster,

averaging 1.5 to 1.6 million per year from 2013 until 2017, at which point it will slow as the headship

rate reaches a level consistent with roughly full employment.

There are several caveats associated with these estimates. First, the model presented here is

relatively simple. It uses the unemployment gap as a summary of economic conditions, ignoring

relevant factors with which the gap may not be well correlated, including housing costs and credit

conditions. It also relies on a time trend to predict long-term behavioral shifts. If headship rates,

excluding aging effects and the business cycle, fall faster than they have over the last 30 years,

household formation could be slower than projected here. Conversely, if the behavioral trend

reverses itself, even in part, household formation could be even faster than the model suggests.

Second, the differences in headship rate estimates from the CPS, Census, and ACS should

reduce confidence in the model predictions, since it exclusively relies on the CPS. While I take some

comfort from the similar trends in these data, as discussed in section 3, there may be differences

in the surveys that are less obvious, confounding the results. Moreover, since the levels of the

headship rate differ so widely across surveys, I have deliberately avoided trying to estimate the

total number of households or the size of the vacant stock.

Finally, the translation between household formation and new residential construction is also

fraught with difficulty, which is why I do not interpret household formation of 1.5 to 1.6 million as

implying any particular level of construction, at least in the short and medium runs. Even if these

household formation estimates turn out to be accurate, it is not clear how many of these households

38Estimates of household formation differ across surveys. The “revised”, time-consistent estimates from the Hous-
ing Vacancy Survey—see historical table 7A—suggest that approximately 550,000 new households formed per year
between 2006 and 2011. Estimates derived directly from the CPS are higher, particularly from 2006 to 2007 and from
2010 on.
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can be accommodated by the present vacant stock, regardless of how large it actually is.39 While

it is worthwhile to explore the relationship between household formation and construction further,

it is beyond the scope of this paper.

8 Conclusion

The low rate of household formation in recent years, which reflects a sharp decline in the headship

rate, has played a key role in depressing the housing market. In this paper, I study both the long-

and short-run behavior of the headship rate. I find that the aging U.S. population has pushed

up the headship rate for decades, and will continue to do so for some time. These supportive

demographics have more than outweighed the negative effects of changing individual behavior, in

part in response to rising housing costs.

I also find that fluctuations in the headship rate are driven in part by the labor market and the

business cycle. I use this insight to construct a relatively simple model that relates the behavioral

component of the headship rate to the CBO’s unemployment gap projections. The model implies

that household formation should pick up substantially in the next several years as the labor market

slowly recovers.

There are several important avenues for further study. First, the empirical work in this paper is

only loosely related to the theoretical model I discuss. While it is useful to know which covariates

are correlated with choices that affect the headship rate, I have not isolated the causal mechanisms

involved. Second, the empirics completely ignore the possibility of forward-looking behavior, which

could be important for explaining the dynamics of headship and household formation. Finally,

while my results suggest that foreclosures have played a modest role in depressing the headship

rate since 2006, better data that directly relates credit availability to headship would enable a more

complete exploration of this channel.

39For example, even if the vacant stock is large, it could be concentrated in locations where few households desire
to live. This would be a useful topic for further research, but the differences in vacancy estimates from the relevant
surveys make it somewhat challenging.

22



References

Andriotis, Annamaria, “Americans’ Credit Scores Coast While Their Finances Crumble,” Wall

Street Journal, July 16 2012.

Bhutta, Neil, “Household Deleveraging: Evidence From Consumer Credit Record Data,” 2013.

Working Paper.

Blinder, Alan S., “Wage Discrimination: Reduced Form and Structural Estimates,” Journal of

Human Resources, 1973, 8 (4), 436–455.

Cresce, Arthur R., “Evaluation of Gross Vacancy Rates From the 2010 Census Versus Current

Surveys: Early Findings from Comparisons with the 2010 Census and the 2010 ACS 1-Year

Estimates,” 2012. Working Paper.

Deaton, Angus, The Analysis of Household Surveys: A Microeconometric Approach to Develop-

ment Policy, Johns Hopkins University Press, 1997.

Dyrda, Sebastian, Greg Kaplan, and Jose-Victor Rios-Rull, “Bubbles, Rational Expecta-

tions, and Financial Markets,” NBER Working Paper, 2012, 17880.

Ermisch, John, “Prices, Parents, and Young People’s Household Formation,” Journal of Urban

Economics, 1999, 45 (1), 47–71.

Glaeser, Edward L., Joseph Gyourko, and Raven E. Saks, “Why Have Housing Prices Gone

Up?,” American Economic Review Papers and Proceedings, 2005, 95 (2), 329–333.

Hall, Robert E., “The Measurement of Quality Change from Vintage Price Data,” in Zvi

Griliches, ed., Price Indexes and Quality Change, Harvard University Press, 1971.

Haurin, Donald R. and Stuart S. Rosenthal, “The Influence of Household Formation on

Homeownership Rates Across Time and Race,” Real Estate Economics, 2007, 35 (4), 411–450.

, Patric H. Hendershott, and Dongwook Kim, “The Impact of Real Rents and Wages

on Household Formation,” Review of Economics and Statistics, 1993, 75 (3), 284–293.

23



Himmelberg, Charles, Christopher Mayer, and Todd Sinai, “Assessing High House Prices:

Bubbles, Fundamentals and Misperceptions,” Journal of Economics Perspectives, 2005, 19 (4),

67–92.

Kaplan, Greg, “Moving Back Home: Insurance Against Labor Market Risk,” Journal of Political

Economy, 2012, 120 (3), 446–512.

Mankiw, N. Gregory and David N. Weil, “The Baby Boom, the Baby Bust, and the Housing

Market,” Regional Science and Urban Economics, 1989, 19 (2), 235–258.

Oaxaca, Ronald, “Male-Female Wage Differentials in Urban Labor Markets,” International Eco-

nomic Review, 1973, 14 (3), 693–709.

Painter, Gary, “What Happens to Household Formation in a Recession?,” 2010. Working Paper.

Quigley, John M. and Steven Raphael, “Regulation and the High Cost of Housing in Califor-

nia,” American Economic Review Papers and Proceedings, 2005, 95 (2), 323–328.

Ruggles, Steven, J. Trent Alexander, Katie Genadek, Ronald Goeken, Matthew B.

Schroeder, and Matthew Sobek, “Integrated Public Use Microdata Series: Version 5.0,”

2010.

Wooldridge, Jeffrey M., Econometric Analysis of Cross Section and Panel Data, MIT Press,

2002.

Yun, Myeong-Su, “Decomposing Differences in the First Moment,” Economics Letters, 2004, 82,

275–280.

24



Figure 1:

1980 1985 1990 1995 2000 2005 2010

0.
0

0.
5

1.
0

1.
5

Population and Headship Rate, Growth Rates

Year

A
nn

ua
liz

ed
 5

−
Ye

ar
 P

er
ce

nt
 C

ha
ng

e

Population, 18+
Headship Rate

Source: March CPS and Census Bureau population estimates.

25



Figure 2:
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Figure 3:
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Figure 4:
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Figure 5:
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Figure 6:
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Table 1: Summary Statistics, 1980 vs 2000

1980 2000

Unemployed 0.04 0.04
Not in Labor Force 0.34 0.33

Income ($1000) 22.08 31.03
Zero Income 0.02 0.02

Rent (MSA, $1000) 6.61 8.22
In High School 0.02 0.02

In College/Grad. School 0.08 0.09
4+ Years College 0.16 0.25

Black 0.12 0.12
Hispanic 0.07 0.13

Female 0.53 0.52
Age 42.35 44.34

N 5,540,697 7,206,159

Real 2000 dollar values using CPI.
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Table 2: Multinomial Logit Model, All Adults, 1980 & 2000

Family Alone Spouse/Partner Roommate

Unemployed 0.047 0.019 -0.100 0.033
(0.000) (0.001) (0.001) (0.000)

Not in Labor Force 0.013 -0.057 0.046 -0.001
(0.000) (0.000) (0.000) (0.000)

Log Income -0.038 0.012 0.049 -0.023
(0.000) (0.000) (0.000) (0.000)

Zero Income 0.064 -0.105 0.005 0.036
(0.001) (0.001) (0.001) (0.000)

Log Rent (MSA) 0.121 0.035 -0.190 0.034
(0.001) (0.001) (0.002) (0.001)

In High School 0.091 0.050 -0.118 -0.023
(0.001) (0.002) (0.002) (0.001)

In College/Grad. School 0.034 0.054 -0.137 0.049
(0.000) (0.001) (0.001) (0.000)

Some College -0.023 0.008 0.011 0.004
(0.000) (0.000) (0.000) (0.000)

4+ Years College -0.044 0.011 0.019 0.013
(0.000) (0.000) (0.000) (0.000)

N 12,746,856

Marginal effects at average coefficients. Effects of age B-splines, race,
ethnicity, sex, and metropolitan area not shown.
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Table 3: Multinomial Logit Model, Young Adults, 1980 & 2000

Family Alone Spouse/Partner Roommate

Unemployed 0.092 -0.022 -0.109 0.038
(0.001) (0.001) (0.001) (0.001)

Not in Labor Force 0.014 -0.051 0.037 0.000
(0.001) (0.001) (0.001) (0.001)

Log Income -0.110 0.027 0.129 -0.046
(0.000) (0.000) (0.000) (0.000)

Zero Income 0.191 -0.101 -0.167 0.077
(0.002) (0.001) (0.002) (0.001)

Log Rent (MSA) 0.199 -0.061 -0.166 0.028
(0.003) (0.002) (0.003) (0.002)

In High School 0.546 -0.063 -0.444 -0.039
(0.002) (0.002) (0.003) (0.002)

In College/Grad. School 0.170 -0.015 -0.283 0.128
(0.001) (0.001) (0.001) (0.001)

Some College -0.080 0.015 0.034 0.031
(0.001) (0.001) (0.001) (0.001)

4+ Years College -0.222 0.080 0.094 0.048
(0.001) (0.001) (0.001) (0.001)

N 3,569,768

Estimates for individuals ages 18-30. Marginal effects at average coeffi-
cients. Effects of race, ethnicity, sex, and metropolitan area not shown.
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Table 4: Multinomial Logit Decomposition, All Adults, 1980 vs 2000

Family Alone Spouse/Partner Roommate

1980 14.61 18.65 58.86 7.88
2000 14.55 20.59 57.73 7.13

Difference (2000-1980) -0.06 1.94 -1.13 -0.75

Contributions to Difference:
Unexplained 0.33 0.59 -0.85 -0.07

Total Explained -0.39 1.35 -0.28 -0.68

Contributions to Total Explained:
Approximation Error -0.16 0.24 0.32 -0.39

Linear Approximation -0.23 1.11 -0.59 -0.29

Contributions to Linear Approximation:
Unemployment -0.01 0.00 0.03 -0.01

Out of Labor Force -0.02 0.08 -0.06 0.00
Log Income -0.73 0.22 0.93 -0.43

Zero Income -0.01 0.02 0.00 -0.01
Log Rent 2.51 0.72 -3.92 0.70

School Attendance 0.05 0.05 -0.12 0.02
Education -0.53 0.15 0.24 0.14

Demographics -1.18 0.11 1.81 -0.74
Metropolitan Area -0.31 -0.23 0.50 0.04

Percentage points. “Total Explained” is the difference in percentages
predicted by the multinomial logit model using 2006 and 2010 covariates.
“Linear Approximation” is the sum of the differences in contribution of
each covariate under a first-order Taylor approximation.
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Table 5: Summary Statistics, 2006 vs 2010

2006 2010

Unemployed 0.04 0.07
Not in Labor Force 0.32 0.32

Income ($1000) 30.21 28.57
Zero Income 0.01 0.01

Rent (MSA, $1000) 9.12 9.43
Credit Score 681 683
Foreclosure 0.009 0.020

In High School 0.02 0.01
In College 0.08 0.09

In Grad./Prof. School 0.02 0.02
4+ Years College 0.27 0.28

Black 0.13 0.13
Hispanic 0.15 0.17

Female 0.52 0.52
Age 45.09 45.53

N 1,602,340 1,676,407

Real 2000 dollar values using CPI. See text
for description of credit score and foreclosure
variables.
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Table 6: Multinomial Logit Model, All Adults, 2006 & 2010

Family Alone Spouse/Partner Roommate

Unemployed 0.074 0.013 -0.089 0.002
(0.001) (0.001) (0.002) (0.001)

Not in Labor Force 0.048 -0.058 -0.008 0.018
(0.001) (0.001) (0.001) (0.000)

Log Income -0.046 0.012 0.055 -0.020
(0.000) (0.000) (0.000) (0.000)

Zero Income 0.103 -0.108 -0.037 0.042
(0.003) (0.005) (0.005) (0.002)

Log Rent (MSA) 0.163 -0.105 -0.100 0.043
(0.01) (0.011) (0.013) (0.006)

Credit Score 0.004 -0.017 0.018 -0.005
(0.001) (0.001) (0.001) (0.000)

Foreclosure 0.091 -0.074 0.003 -0.021
(0.008) (0.008) (0.01) (0.005)

In High School 0.090 0.041 -0.069 -0.062
(0.003) (0.005) (0.006) (0.002)

In College 0.042 0.027 -0.109 0.040
(0.001) (0.002) (0.002) (0.001)

In Grad./Prof. School 0.008 0.055 -0.095 0.031
(0.002) (0.002) (0.003) (0.001)

No HS Degree 0.017 0.007 -0.036 0.013
(0.001) (0.001) (0.001) (0.001)

Some College -0.049 0.030 0.023 -0.003
(0.001) (0.001) (0.001) (0.001)

Associate’s Degree -0.043 0.025 0.036 -0.017
(0.001) (0.001) (0.002) (0.001)

Bachelor’s Degree -0.063 0.016 0.042 0.004
(0.001) (0.001) (0.001) (0.001)

Advanced Degree -0.114 0.030 0.082 0.002
(0.002) (0.001) (0.002) (0.001)

N 3,278,747

Marginal effects at average coefficients. Effects of age B-splines, race,
ethnicity, sex, and metropolitan area not shown. Credit scores stan-
dardized to have mean zero and standard deviation one.
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Table 7: Multinomial Logit Model, Young Adults, 2006 & 2010

Family Alone Spouse/Partner Roommate

Unemployed 0.176 -0.042 -0.094 -0.040
(0.003) (0.002) (0.003) (0.002)

Not in Labor Force 0.093 -0.077 -0.053 0.038
(0.002) (0.001) (0.002) (0.001)

Log Income -0.099 0.028 0.097 -0.027
(0.001) (0.001) (0.001) (0.001)

Zero Income 0.276 -0.126 -0.229 0.079
(0.006) (0.005) (0.006) (0.004)

Log Rent (MSA) 0.364 -0.169 -0.248 0.054
(0.029) (0.017) (0.022) (0.021)

Credit Score -0.011 0.000 0.027 -0.016
(0.002) (0.001) (0.001) (0.001)

Foreclosure -0.530 0.194 0.642 -0.307
(0.024) (0.013) (0.018) (0.018)

In High School 0.598 -0.106 -0.396 -0.096
(0.006) (0.005) (0.007) (0.005)

In College 0.163 -0.048 -0.236 0.120
(0.002) (0.001) (0.002) (0.002)

In Grad./Prof. School -0.027 0.023 -0.056 0.060
(0.005) (0.002) (0.003) (0.003)

No HS Degree -0.057 0.014 0.040 0.002
(0.003) (0.002) (0.002) (0.003)

Some College -0.098 0.030 0.044 0.023
(0.002) (0.001) (0.002) (0.002)

Associate’s Degree -0.102 0.051 0.102 -0.051
(0.004) (0.002) (0.003) (0.003)

Bachelor’s Degree -0.160 0.057 0.049 0.054
(0.003) (0.002) (0.002) (0.002)

Advanced Degree -0.302 0.099 0.133 0.070
(0.006) (0.003) (0.004) (0.004)

N 686,214

Estimates for individuals ages 18-30. Marginal effects at average coef-
ficients. Effects of age B-splines, race, ethnicity, sex, and metropolitan
area not shown. Credit scores standardized to have mean zero and stan-
dard deviation one.
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Table 8: Multinomial Logit Decomposition, All Adults, 2006 vs 2010

Family Alone Spouse/Partner Roommate

2006 17.18 21.50 54.09 7.22
2010 18.60 21.25 52.61 7.54

Difference (2010-2006) 1.42 -0.25 -1.48 0.32

Contributions to Difference:
Unexplained 0.76 -0.14 -0.76 0.15

Total Explained 0.66 -0.11 -0.72 0.17

Contributions to Total Explained:
Approximation Error -0.04 -0.01 0.03 0.02

Linear Approximation 0.70 -0.10 -0.75 0.15

Contributions to Linear Approximation:
Unemployment 0.23 0.04 -0.28 0.01

Out of Labor Force 0.01 -0.01 0.00 0.00
Log Income 0.09 -0.02 -0.11 0.04

Zero Income 0.00 0.00 0.00 0.00
Log Rent 0.56 -0.36 -0.35 0.15

Credit Score 0.01 -0.03 0.04 -0.01
Foreclosure 0.10 -0.08 0.00 -0.02

School Attendance 0.01 0.03 -0.09 0.05
Education -0.22 0.08 0.16 -0.02

Demographics -0.04 0.26 -0.17 -0.05
Metropolitan Area -0.05 0.00 0.04 0.01

Percentage points. “Total Explained” is the difference in percentages
predicted by the multinomial logit model using 2006 and 2010 covariates.
“Linear Approximation” is the sum of the differences in contribution of
each covariate under a first-order Taylor approximation.
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Table 9: Cyclical Headship Model

Unemployment Gap X Young -0.36
(0.04)

Other -0.08
(0.02)

Time Trend X Young -0.0010
(0.0001)

Other -0.0001
(0.0000)

N 2331

Dependent variable is headship rate by age a and
year t. See text for details. Standard errors in
parentheses. Age-specific constant terms omitted.
“Young” denotes ages 18-30; “Other” denotes ages
31+.
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